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Abstract Arctic sea ice has declined rapidly in recent decades. The faster than projected retreat suggests
that free-running large-scale climate models may not be accurately representing some key processes. The
small-scale turbulent entrainment of heat from the mixed layer could be one such process. To better
understand this mechanism, we model the Arctic Ocean’s Canada Basin, which is characterized by a
perennial anomalously warm Pacific Summer Water (PSW) layer residing at the base of the mixed layer and
a summertime Near-Surface Temperature Maximum (NSTM) within the mixed layer trapping heat from solar
radiation. We use large eddy simulation (LES) to investigate heat entrainment for different ice-drift velocities
and different initial temperature profiles. The value of LES is that the resolved turbulent fluxes are greater
than the subgrid-scale fluxes for most of our parameter space. The results show that the presence of the
NSTM enhances heat entrainment from the mixed layer. Additionally there is no PSW heat entrained under
the parameter space considered. We propose a scaling law for the ocean-to-ice heat flux which depends on
the initial temperature anomaly in the NSTM layer and the ice-drift velocity. A case study of ‘‘The Great
Arctic Cyclone of 2012’’ gives a turbulent heat flux from the mixed layer that is approximately 70% of the
total ocean-to-ice heat flux estimated from the PIOMAS model often used for short-term predictions.
Present results highlight the need for large-scale climate models to account for the NSTM layer.

1. Introduction

The Arctic sea ice cover has been decreasing over the past few decades (Johannessen et al., 1999; Kwok &
Rothrock, 2009; Meier, 2017). This trend can severely affect Earth’s climate by causing the Arctic region to
continue warming through the positive ice-albedo feedback mechanism as well as by influencing weather
and circulation patterns in the midlatitudes. It can also significantly impact animals, plants, and human
activity in and near the Arctic (Notz & Stroeve, 2016). The decline in Arctic sea ice is occurring faster than
predicted by global climate models (Kirchmeier-Young et al., 2017; Stroeve et al., 2007), which leads to ques-
tions about whether these models are missing some key mechanisms responsible for the melting of sea ice.
One such mechanism could be the supply of heat by entrainment from the upper ocean to the ice-ocean
interface. In this study, we explore heat entrainment under drifting sea ice during the summertime in order
to better understand this process and its contribution to Arctic sea ice melt.

We focus our study on the Canada Basin in the Arctic Ocean, located roughly between latitudes 728N and
848N and longitudes 1578W and 1288W. Among the six regions of the Arctic, the Canada Basin experienced
the second largest sea ice thickness decrease rate between 2002 and 2007 (Kwok & Rothrock, 2009). The
structure of the upper water column in the Canada Basin is illustrated in Figure 1. We define the ocean
mixed layer as being the layer at the top bounded by a strong density gradient (and hence by a strong
salinity gradient, since in the Arctic density is primarily influenced by salinity) below. The mixed layer may
be thought of as a layer which experiences mixing at some point during the year, thus being distinguished
from a mixing layer which is a layer whose depth corresponds to the depth of active mixing at any one
time. The Canada Basin consists of a shallow mixed layer about 40 m deep (Toole et al., 2010). Warm water
of Pacific origin circulates at the base of the mixed layer (Coachman & Barnes, 1961; Steele et al., 2004) and
the heat content of this so-called Pacific Summer Water has been increasing over the years (Timmermans
et al., 2014; Woodgate et al., 2006). The mixed layer and PSW layer are separated by a pycnocline that is
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strongly salinity-stratified (Toole et al., 2010). Within the mixed layer, a
Near-Surface Temperature Maximum layer (NSTM) often forms during
the summer as a result of solar radiation penetrating through open
water areas and getting stored near the surface (McPhee et al., 1998).
Given the trend of decreasing sea ice and earlier melt dates in
the summer, it is likely that the NSTM will become warmer in time
(Jackson et al., 2010).

Several studies have investigated the influences of the heat-
containing PSW and NSTM layers on sea ice. Shimada et al. (2006)
noted that the spatial distribution of the decrease of sea ice concen-
tration corresponds to the spatial distribution of PSW and that the
sharper decline in sea ice concentration in the late 1990s coincided
with the warming trend of the PSW. Woodgate et al. (2010) suggested
that the heat flux carried by the flow of PSW into the Arctic initiates
the seasonal melting and the formation of open water areas in the
sea ice cover. Using observations taken underneath a drifting ice floe
in the Beaufort Gyre from the Surface Heat Budget of the Arctic Ocean
(SHEBA) project, Shaw et al. (2009) estimated the upward heat flux

across the pynocline to be 0.1–1.5 W m22 and the ice-ocean heat flux to be about 16.3 W m22 during the
summer warming season. Their concurrent numerical modeling indicated a very small heat entrained from
the pycnocline, which showed that the heat for sea ice melting primarily came from solar radiation stored
within the mixed layer. On the basis of observations in the Canada Basin in the time period 2004–2009 and
of simulation results using a one-dimensional mixed layer, Toole et al. (2010) argued that the pycnocline is
so stable due to its stratification that PSW heat remains confined underneath the mixed layer. Steele et al.
(2010) analyzed the summertime heat budget of the surface layer (0–60 m) of the Canada Basin with the
Pan-Arctic Ice-Ocean Modeling and Assimilation System (PIOMAS) and found that heat flux from the atmo-
sphere accounts for 77–83% of the warming of the upper ocean while the heat flux from the PSW layer is
relatively very small. None of the modeling studies among these prior studies, however, resolved the turbu-
lence explicitly.

In this study, we use large eddy simulation (LES) to investigate the turbulent transport of heat from the PSW
and NSTM layers to the basal surface of sea ice as it drifts over the surface of the ocean. Unlike climate mod-
els which rely entirely on parameterizations of turbulent diffusion, LES is able to explicitly resolve turbulent
fluxes down to the grid scale, with only the subgrid-scale (SGS) component requiring parameterization.
Considering that the contribution of turbulent heat entrainment to bottom melting of sea ice is currently a
key question in Arctic oceanography, we choose to use LES to help improve our understanding of this phys-
ical process as LES can capture the details of the turbulent heat fluxes. In turn, this can provide useful
insights for developing more accurate parameterizations for climate models. Our LES model is based on a
high-fidelity spectral approach on horizontal planes and utilizes a scale-dependent Lagrangian SGS model
that dynamically calculates the model coefficients for SGS quantities without ad hoc tuning. We remark that
Skyllingstad and Denbo (2001) also used LES, coupled with an ice model, to investigate the ice-ocean
boundary layer. While their work focused on the case of wintertime freezing, ours applies to summertime
melting. Additionally, we do not couple our LES model with an ice model for reasons explained in section 2.
We do, however, include the impact of sea ice melt on temperature and salinity via the surface boundary
conditions.

Our study isolates the effect of the shear stress-induced turbulence under moving sea ice on heat entrain-
ment from the mixed layer. It can thus show what fraction of observed sea ice melt is due to heat contained
in the ocean. To ensure a realistic range of ice-drift velocities, we calculated the observed range from the
recorded hourly locations of Ice-Tethered Profilers (ITPs) (Krishfield et al., 2008; Toole et al., 2010) deployed
in the Canada Basin since 2005 (Figure 2). Based on these observations, the velocities considered in this
study are 0.03–0.30 m s21.

This paper is organized as follows. Section 2 describes in detail the approach and the setup of the numerical
model. In section 3, results from simulations investigating the interaction of moving sea ice with the warm
PSW and NSTM layers are presented. A case study of the effect of an intense 2012 Arctic cyclone on heat

Figure 1. Schematic of the typical vertical structure and temperature profile in
the Canada Basin in the Arctic Ocean.
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entrainment from the ocean with the LES model is conducted in sec-
tion 4. Finally, the results are summarized in section 5.

2. Numerical Model

2.1. Governing Equations
The LES model solves the three-dimensional equations governing the
flow under an ice-ocean interface:
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(1) is the momentum equation in which the Boussinesq approximation is made, (2) is the continuity equa-
tion, and (3) and (4) are the advection-diffusion equations for the scalars potential temperature h and abso-
lute salinity S, respectively. In these equations, the tilde, fð::Þ, refers to a variable filtered on the LES grid and
i and j are indices which can take the values 1, 2, and 3 to denote the directions x, y, and z respectively. ui is
the velocity, and u1 and u2 will be denoted by u and v respectively; t is time; p is the kinematic pressure; f is
the Coriolis parameter; g is the acceleration due to gravity; q is the potential density; q0 is a reference den-
sity; sij5gui uj 2euieuj is the SGS stress tensor; qT ;i5fuih2eui

eh is the SGS heat flux; and qS;i5fui S2eui
eS is the SGS

salt flux. (1)–(4) form a coupled system. We use the nonlinear equation of state for seawater (TEOS-10) to
obtain the potential density eq based on the potential temperature eh and absolute salinity eS (IOC et al.,
2010). Since the Reynolds number of the flow is very high, the effects of molecular viscosity and molecular
thermal and salt diffusion are negligible and thus not included in the model. The values and units of all the
constants used are listed in Table 1. The equations are discretized on a Cartesian grid to solve for the veloc-
ity components and the evolution of the potential temperature and absolute salinity fields. The dimensions
of the domain are Lx5Ly5300 m and Lz 5 150 m and the corresponding numbers of computational grid
points are Nx5Ny5128 and Nz 5 257. The grid sizes Dx5Lx=Nx; Dy5Ly=Ny , and Dz5Lz=ðNz21Þ are uniform
in each direction.

2.2. Numerical Implementation
The LES model is based on the work of Albertson and Parlange (1999). It has since been tested and used
extensively with application to the atmospheric boundary layer (Calaf et al., 2011; Kumar et al., 2006; Port�e-
Agel, 2004) and the ocean surface layer (Yang et al., 2014, 2015). In the model, the horizontal components
of velocity, the pressure, and the scalar quantities are stored at the cell center. The vertical velocity is stored
on a grid staggered in the vertical direction by Dz=2. Derivatives on the horizontal plane are computed
using spectral methods while derivatives on the vertical plane are approximated using second-order finite
difference. In the momentum equation, the nonlinear term is computed in rotational form to help ensure
the conservation of mass and kinetic energy (Orszag & Pao, 1975). The momentum equation is solved by
the projection method. In this procedure, an intermediate velocity field is first obtained by integrating the
momentum equation to an intermediate time step without the pressure gradient term. A Poisson equation
for the pressure is then solved using the pipelined Thomas algorithm (Povitsky & Morris, 2000). Finally, the
intermediate velocity field is integrated to the new time step with a pressure correction to obtain the new
velocity field. Time integration in the momentum equation and scalar transport equations is performed
using the second-order Adams-Bashforth method. In order to avoid aliasing errors, the nonlinear terms are
dealiased using the 3/2 rule (Canuto et al., 1988). The model is parallelized using Message Passing Interface
(MPI).

Figure 2. Histogram of ice-drift velocities of ITPs deployed in the Canada Basin
since 2005 (records used are from ITP 1, 2, 3, 4, 5, 6, 8, 11, 13, 18, 21, 23, 32, 33,
34, 41, 42, 43, 52, 55, 69, 77, 78, 79, 80, 82, 84, 85, 86, 87).
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2.3. SGS Model
The expression for the (deviatoric part of the) SGS stress tensor in (1) is based on the Smagorinsky model
(Smagorinsky, 1963):

sij522mt
eS ij (5)

S is the strain-rate tensor and mt is the eddy viscosity, which is itself given by mt5ðCsDÞ2jeSj, where Cs is the
Smagorinsky coefficient and D5ðDxDyDzÞ1=3 is the cutoff filter size in the LES. Cs is evaluated using the
scale-dependent Lagrangian dynamic model of Bou-Zeid et al. (2005). Through the use of Lagrangian aver-
aging over fluid pathlines, this method is able to capture the statistically significant spatial and temporal
variation in Cs and remain stable at the same time (Meneveau et al., 1996). By being scale-dependent, it is
well-suited for LES of inhomogeneous high Reynolds number boundary layer flows where scale-
dependence of Cs is expected (Bou-Zeid et al., 2005), as is the case in this study. Furthermore, in this model,
Cs is determined directly using resolved quantities, so that there is no need for empirical inputs or a priori
tuning. The SGS heat flux qT ;i and SGS salt flux qS;i are modeled as

qT ;i52KT
@eh
@xi

and (6)

qS;i52KS
@eS
@xi

; (7)

where KT is the SGS thermal eddy diffusivity and KS is the SGS salt eddy diffusivity. They are evaluated as KT

5mt=PrSGS and KS5mt=ScSGS, where PrSGS50:4 is the turbulent SGS Prandtl number (Antonopoulos-Domis,
1981; Mason, 1989; Yang et al., 2015) and ScSGS50:6 is the turbulent SGS Schmidt number (Skyllingstad
et al., 1999).

2.4. Boundary Conditions
At the basal ice surface (ice-ocean interface), where z 5 0, the ocean water moves at a prescribed velocity
Ub, the effect of a virtual ice cover over the whole domain drifting at a constant velocity in the x direction.
Hence, Ub is also referred to as the ice velocity. We ignore the vertical motion of the basal ice surface due to

Table 1
Constants Used in Model

Property Symbol Units Value

Specific heat capacity of ice cice J kg21 K21 2:103103b

Specific heat capacity of seawater c‘ J kg21 K21 4:023103a

Coriolis parameter f s21 1:4531024

Acceleration due to gravity g m s22 9.81
Molecular salt diffusivity of seawater kS m2 s21 9:0310210b

Molecular thermal diffusivity of seawater kT m2 s21 1:3831027a

Latent heat of fusion of seawater L J kg21 Lf ð120:03SiceÞd
Latent heat of fusion of fresh water Lf J kg21 3:353105b

Constant relating freezing temperature to ocean salinity m 8C psu21 0.054f

Typical salinity of sea ice Sice g kg21 3c

Basal roughness length at ITP 77 on 14 June 2014 z0 m 1:231025e

Thermal expansion coefficient of seawater a 8C21 231024

von Karman constant j 0.4
Kinematic viscosity of seawater m m2 s21 1:8431026a

Reference density of seawater q0 kg m23 1024a

Reference density of sea ice qice kg m23 917b

aSharqawy et al. (2010).
bKantha and Clayson (2000).
cIOC et al. (2010).
dMcPhee (2008).
eCole et al. (2017).
fUNESCO (1981).
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melting as well as convergent or divergent ice motions in our simulations. Based on the Monin-Obukhov
similarity law, the resulting shear stress si3 (i 5 1, 2) at the top is expressed as

si352u2
�

beur;iðz1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibeu 2

r;1ðz1Þ1beu 2

r;2ðz1Þ
q
264

375 (8)

where

beur;iðz1Þ5
beu iðz1Þ2Ub; i51beu iðz1Þ; i52

8<: (9)

and u� is the friction velocity given by

u�5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibeu 2

r;1ðz1Þ1beu 2

r;2ðz1Þ
q
ð1=jÞln ðz1=z0Þ

(10)

j50:4 is the von Karman constant, z15Dz=2 is the vertical distance of the first computational grid point,
and z0 is the roughness length of the basal ice surface. The hat, cð::Þ, denotes test-filtering of the variables at
a scale 2D, which is done to reduce small-scale fluctuations between the local points at which the Monin-
Obukhov similarity law is applied such that the large-scale fluctuations have greater influence on the solu-
tion (Bou-Zeid et al., 2005). The boundary conditions in the horizontal directions are periodic. At the bottom
of the domain, a stress-free condition is imposed. To prevent reflection of gravity waves from the bottom,
vertical velocities are damped using a sponge layer (Nieuwstadt et al., 1993).

The boundary conditions for temperature and salinity at the top are derived by considering the heat and
salt balances at the virtual ice-ocean interface, following the procedure of Skyllingstad and Denbo (2001).
Denoting qT ;3 and qS;3 at z 5 0 by qT� and qS�,

qiceLWb5q0c‘qT�2qiceciceqice (11)

ðSb2SiceÞWb5qS� (12)

L is the latent heat of fusion sea ice; Wb, the vertical velocity of the ice-ocean interface; c‘, the specific heat
capacity of seawater; cice, the specific heat capacity of sea ice; qice, the heat flux through the ice; Sb, the salin-
ity of the ocean at the ice-ocean interface; and Sice, the salinity in the interior of sea ice. When ice is melting
in the summer, which is the case we consider in this study, qice � qT� (Shaw et al., 2009), so the second
term on the right-hand side of (11) can be neglected. The fluxes qT� and qS� are formulated using Monin-
Obukhov similarity theory as

qT�5
1
UT
½behðz1Þ2hb�u� (13)

qS�5
1
UT
½beSðz1Þ2Sb�u� (14)

where hb is the freezing temperature at the ice-ocean interface. We adopt the expressions of McPhee et al.
(1987) and Skyllingstad and Denbo (2001) for UT and US in (13) and (14), respectively:

UT 5
1
j

ln
z1

z0

� �
11:57

u�z0

m

� �1=2 m
kT

� �2=3

(15)

US5
1
j

ln
z1

z0

� �
11:57

u�z0

m

� �1=2 m
kS

� �2=3

(16)

In the above expressions, m is the molecular viscosity, kT is the molecular thermal diffusivity, and kS is the
molecular salt diffusivity of sea water. hb and Sb are unknown quantities in (13) and (14), respectively. The
use of hb52mSb, where m 5 0.0548C psu21 (UNESCO, 1981), in (13) and the substitution of the resulting
expression as well as of (14) in (11) and (12) yield a quadratic equation for Sb:
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mS2
b1

behðz1Þ2mSice1
UT L
US

� �
Sb2

behðz1ÞSice1
UT L
US

beSðz1Þ
� �

50 (17)

This equation is solved for Sb using known quantities pertaining to the flow and the ice. The fluxes qT� and
qS� can subsequently be evaluated, with the following steps leading to qS�:

Wb5
u�½beSðz1Þ2Sb�
USðSb2SiceÞ

(18)

qS�52Wb½Sice2
beSðz1Þ� (19)

In all our simulations, Wb � u�, which justifies the omission of the vertical motion of the top boundary over
the time duration considered in this study, allowing us to simplify the approach by not coupling the LES
model with a model for ice evolution. The boundary conditions for the scalars at the bottom of the domain
are small outward temperature and salinity gradients of magnitude similar to the respective gradients
inside the domain adjacent to the bottom boundary.

2.5. Initial Conditions
To set up the initial velocity, we consider a simple model of the oceanic boundary layer near the surface in
which the momentum balance is between the Coriolis force and eddy-viscosity forces:

2fv5mt
@2u
@z2

(20)

fu5mt
@2v
@z2

(21)

with u 5 Ub and v 5 0 at z 5 0 and u; v ! 0 as z ! 21. The solution is

u5Ub exp ðz=dÞcos ðz=dÞ (22)

v5Ub exp ðz=dÞsin ðz=dÞ (23)

where d5
ffiffiffiffiffiffiffiffiffiffiffi
2mt=f

p
. We assume a constant value mt51:031023 m2 s21 and initialize our simulations with

mean velocity profiles according to (22) and (23). A small amount of noise is also added. We use vertical pro-
files of temperature and salinity measured by an ITP in the ocean under sea ice in the Canada Basin for our
initial temperature and salinity conditions. The in situ temperature and practical salinity from the ITP record
are converted to potential temperature h and absolute salinity S, respectively, using TEOS-10.

3. Results

For each initial vertical temperature profile, we perform 10 different LES experiments with ice-drift velocities
Ub5 0.03, 0.06, 0.09, 0.12, 0.15, 0.18, 0.21, 0.24, 0.27, and 0.30 m s21. All the statistics presented in this sec-
tion are time-averaged between 12 and 14 eddy turnover times, where an eddy turnover time is the ratio of
the mixed layer depth zm to the friction velocity u� . The domain-averaged kinetic energy (not shown) in all
simulations is very close to steady during that interval, with RMS fluctuations in a typical simulation approxi-
mately 3% of the mean, indicating that quasi-equilibrium has been reached. For the lowest to the largest
ice-drift velocity, the 12–14th eddy turnover time averaging window corresponds, in physical time, to 129–
151, 66–77, 46–53, 35–41, 27–32, 24–27, 21–25, 18–21, 16–18, and 14–17 h. All quantities shown in vertical
profiles are horizontally averaged. Time averaging is denoted by an overbar, ð::Þ, and horizontal averaging
is denoted by angle brackets, ðh::iÞ.

3.1. PSW Only Versus PSW 1 NSTM
We investigate heat transfer from the ocean to the basal surface of drifting sea ice for two initial tempera-
ture profiles h0 in the Canada Basin. They are shown as the black lines in Figures 3a and 3b. The first profile
(Figure 3a) will be referred to as ‘‘PSW only’’ and is representative of the early summer, having a uniform
mixed layer temperature and a temperature peak corresponding to PSW just at the base of the mixed layer.
The second profile (Figure 3b) will be referred to as ‘‘PSW 1 NSTM’’ and is typical of the late summer, featur-
ing an NSTM within the mixed layer in addition to the PSW temperature peak just below the mixed layer.
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The two profiles were both collected by ITP 77. The ‘‘PSW only’’ one is from 14 June 2014 at the location
143.08W and 73.68N while the ‘‘PSW 1 NSTM’’ one is from 14 July 2014 at the location 150.58W and 74.38N.
The corresponding vertical salinity profiles S0 are shown in supporting information. The initial freezing
temperature hb52mSb at the basal surface is 21.558C in the ‘‘PSW only’’ case and 21.488C in the
‘‘PSW 1 NSTM’’ case. The roughness length z0 (Table 1) is based on field measurements at the site of ITP 77
on 14 June 2014 (Cole et al., 2017). While z0 changes when ice melts (Ramudu et al., 2016), the effect of its
variation is beyond the scope of this study. The ITP measurements start about 8–12 m underneath the basal
ice surface. We extrapolate the temperature and salinity measurement at the first recorded depth level to
the basal ice surface in our initial profiles. In both configurations, the mixed layer depth zm is about 40 m.

In addition to the initial temperature profiles, we present the final temperature profiles h�hi from the
simulations with the slowest-moving ice (Ub50:03 m s21), ice moving at an intermediate velocity
(Ub50:15 m s21), and the fastest-moving ice (Ub50:30 m s21) in Figures 3a and 3b. A thermal boundary
layer exists at the ice-ocean interface because the temperature at the interface is at the freezing point hb

and hence different from the temperature in the mixed layer. The thickness of the thermal boundary layer
increases and the temperature difference across it decreases with increasing Ub due to the strength of the
shear-driven mixing, which tends to homogenize the layer. These trends are more obvious in Figure 3a. In
the ‘‘PSW 1 NSTM’’ case (Figure 3b), turbulence from the action of the drifting basal ice surface is responsi-
ble for the erosion of the NSTM layer. Heat from the NSTM layer is entrained upward and is also mixed
downward, causing the temperature of the water immediately below the NSTM to increase. There is no
temperature change in the PSW layer in our experiments.

Figure 3. Initial temperature h0 (solid black line) and final temperature h�hi profiles from simulations with Ub50:03 m s21

(yellow line), 0.15 m s21 (red line), and 0.30 m s21 (blue line) for (a) ‘‘PSW only’’ case and (b) ‘‘PSW 1 NSTM’’ case. The mixed
layer depth zm is indicated by a horizontal dashed line. (c) Change in heat content DHml of the mixed layer for all Ub.
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We calculate the change in heat content of the mixed layer DHml in our simulations according to

DHml5

ð0

zm

qcp½h�hiðzÞ2h0ðzÞ�dz (24)

The variation of DHml with Ub is shown in Figure 3c. In the ‘‘PSW 1 NSTM’’ case, the mixed layer initially con-
tains more heat than in the ‘‘PSW only’’ case both because it features an NSTM and because it is at a higher
temperature. Over the course of the same integration period, the ‘‘PSW 1 NSTM’’ case thus loses more heat
than the ‘‘PSW only’’ case at all Ub due to enhanced turbulent entrainment.

Figure 4a shows the velocity components h�ui and h�vi from our simulations for both the ‘‘PSW only’’ and
‘‘PSW 1 NSTM’’ cases for Ub50:15 m s21, an intermediate value in the range of ice-drift velocities we con-
sider. The velocity profiles in the mixed layer represent an Ekman spiral. Cole et al. (2014) also reported
Ekman veering under sea ice drifting under the action of the wind using ocean velocity observations from
the Canada Basin. In the ‘‘PSW only’’ case, the velocity maxima are located at a greater depth than in the
‘‘PSW 1 NSTM’’ case. This occurs because the mixed layer is characterized by a small salt stratification below
about 15 m in the presence of the NSTM (see supporting information). This salt stratification tends to keep
the mixed layer stable, opposing the destabilizing effect of the surface shear stress and thus limiting the
depth at which the velocity peaks in the ‘‘PSW 1 NSTM’’ case.

The friction velocity hu�i in all the simulations for both ‘‘PSW only’’ and ‘‘PSW 1 NSTM,’’ presented in Figure
4b, increases almost linearly with Ub. It is also independent of the vertical temperature or salinity structure
in the mixed layer.

Figure 4. (a) Normalized horizontal velocity components h�ui (solid line) and h�vi (dash-dot line) from the simulation with
Ub50:15 m s21. The points h�ui=Ub51 and h�vi=Ub50 at z 5 0 are omitted. (b) Friction velocity hu� i for all Ub.
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We also investigate the spatial fluctuations u0 and h0 within the top 40 m for the ‘‘PSW 1 NSTM’’ case with
Ub50:15 m s21. u0 and h0 are defined as u05�u2h�ui and h05�h2h�hi. The three-dimensional contour plots of
Figures 5a and 5b indicate that the turbulent field at the surface consists of streaks deflected to the right of
the ice-drift velocity Ub. The horizontal cross sections at a depth z524:1 m are shown in Figures 5c and 5d
and the horizontal cross sections at a depth z5235:2 m (near the base of the mixed layer) are shown in Fig-
ures 5e and 5f. It can be seen that the length scale characterizing the turbulence is smaller at the surface
than at the base of the mixed layer. At the surface, the turbulence is caused by the applied shear stress
while at the base of the mixed layer, it is caused by internal waves. These two physical processes impose dif-
ferent length scales on the turbulence field. The ability of LES to resolve these different features and length
scales makes it a valuable tool to use for this study. There are no major differences in the turbulent length
scales between the ‘‘PSW 1 NSTM’’ case and ‘‘PSW only’’ case.

Figure 5. Three-dimensional contour plots of (a) u0=Ub and (b) h0 . Horizontal cross sections at z524:1 m of (c) u0=Ub and
(d) h0. Horizontal cross sections at z5235:2 m of (e) u0=Ub and (f) h0.
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Figures 6a and 6b present the resolved heat flux q0c‘hw0h0 i (in W m22) and SGS heat flux q0c‘hKT@h=@zi (in

W m22) for the ‘‘PSW only’’ and ‘‘PSW 1 NSTM’’ cases, respectively, for Ub5 0.03, 0.15, and 0.30 m s21. w0h0

is defined as w0h05wh2�w�h and positive values indicate warm water moving upward. These two figures
show that at higher ice-drift velocities, the SGS component is smaller than the resolved component, indicat-
ing that the LES can resolve a large fraction of the turbulence. At the lowest Ub, although the shear stress at
the surface is small, there is still turbulent convective motion near the ice-ocean interface due to buoyancy
differences. This motion is captured by the SGS model to give nonzero eddy thermal diffusivities, which
consequently leads to nonzero SGS vertical heat fluxes near the surface. The total vertical heat flux (resol-
ved 1 SGS) for all Ub is plotted in Figures 6c and 6d for ‘‘PSW only’’ and ‘‘PSW 1 NSTM,’’ respectively. No
heat is entrained from the PSW layer even at the largest Ub, so that the temperature of the PSW layer stays
unchanged. The output from our simulations therefore support the result of Toole et al. (2010), who did not
explicitly resolve the turbulent heat flux, that the heat trapped in the PSW layer is shielded from the basal
ice surface by the strong salinity stratification at the base of the mixed layer. Heat is entrained only from
within the mixed layer as a result of the shear stress-induced turbulence by drifting sea ice. The heat flux
QT�5q0c‘qT� at the basal ice surface increases monotonically with Ub and the presence of the NSTM ampli-
fies the heat entrained to the basal ice surface roughly by a factor of 3. In the ‘‘PSW 1 NSTM’’ case, we also
note the negative (downward) heat flux at the bottom end of the NSTM layer due to the turbulence mixing
heat from the NSTM layer downward.

Figure 6. Resolved heat flux q0c‘hw0h0 i (solid lines) and SGS heat flux q0c‘hKT@h=@zi (dash-dotted lines) for the (a) ‘‘PSW
only’’ case and (b) ‘‘PSW 1 NSTM’’ case. Total vertical heat flux (resolved 1 SGS) for the (c) ‘‘PSW only’’ case and (b)
‘‘PSW 1 NSTM’’ case. In Figures 6c and 6d, the profiles from left to right correspond to Ub increasing monotonically from
0.03 to 0.30 m s21.

Journal of Geophysical Research: Oceans 10.1002/2017JC013267

RAMUDU ET AL. 10



The basal ice roughness length z051:231025 m chosen in this study is on the lower end of the range
of roughness lengths typically observed in the Arctic (Cole et al., 2017). Additional simulations of the
‘‘PSW 1 NSTM’’ case (not shown) were run with larger values of z0 at a fixed Ub50:15 m s21 for a sensi-
tivity study of how the basal surface heat flux QT� changes with roughness z0. It was found that when
z0 increases by 2 orders of magnitude, QT� increases by a factor of 2 approximately. Still no heat was
entrained from the PSW layer at the largest z0 considered. Details of this study will be reported in future
work.

Gallaher et al. (2016) reported measurements of the friction velocity u� and vertical heat flux collected by
the Naval Postgraduate School Autonomous Ocean Flux Buoy (AOFB) 33 (www.oc.nps.edu/~stanton/flux-
buoy), deployed on the same ice floe as ITP 77. AOFB 33 samples at a depth of 4.5 m or initially 2 m below
the basal ice surface. Although the setup of our LES experiments is idealized, the outputs of friction velocity
and total heat flux generally fall within the range of field measurements. The turbulent heat flux is observed
to become larger when the NSTM starts developing in the mixed layer, consistent with the results of our
simulations.

3.2. Modified NSTM
The magnitude of the temperature anomaly of the NSTM that develops within the mixed layer in the
Canada Basin is variable. The NSTM evolves over time since it is a seasonal feature and also changes
spatially since it depends on incoming solar radiation and the distribution of open water areas. Observa-
tions between 2002 and 2007 show that the NSTM is warmest south of 758N and near the coast but
that north of 758N, the temperature peak of the NSTM has been steadily increasing (Jackson et al.,
2010). Some vertical temperature profiles collected by ITPs recently show that the temperature peak cor-
responding to the NSTM can be as large as the temperature peak corresponding to the PSW layer itself.
Gallaher et al. (2016) observed that turbulent heat fluxes often exceeded 100 W m22 when the ocean
mixed layer heat content, and hence the size of the NSTM, is large, contributing to well above-average
basal ice melt rates. Given the impact of the NSTM on sea ice melt rates, it is important to understand
the relationship between the heat content of the NSTM and turbulent heat delivery to the basal surface
of sea ice.

To study this relationship, we repeat the LES experiments of section 3.1 for five new cases, each with a dif-
ferent initial NSTM size (Figure 7a). The new initial temperature profiles are obtained by artificially modifying
the temperature in the NSTM layer, which occupies the depths 11–26 m, in the ‘‘PSW 1 NSTM’’ case from
section 3.1. The original ‘‘PSW 1 NSTM’’ profile is referred to as ‘‘NSTM 1.’’ The temperature at all other
depths outside the original NSTM layer is unmodified. In ‘‘NSTM 6,’’ the maximum temperature of the NSTM
is equal in magnitude to the PSW maximum temperature. The initial heat content of the NSTM layer
increases linearly from ‘‘NSTM 1’’ to ‘‘NSTM 6.’’

Simulation results for the heat flux QT� at the basal ice surface are plotted in Figure 7b for ‘‘NSTM 1’’ to
‘‘NSTM 6.’’ For comparison, QT� for the ‘‘PSW only’’ case of section 3.1 is also included. QT� increases mono-
tonically in magnitude with Ub and the size of the NSTM. We can define a scaling law relating QT� to Ub and
Dh; Dh being the difference between the initial mean temperature of the mixed layer (0 � z � zm) and the
initial in situ freezing temperature hb52mSb at the surface. The effect of changing the roughness length z0

is not included in this scaling law. Figure 8a shows the fit of the dimensionless groups aðc‘Dh=U2
bÞ

b1

ðUb=ðzmf ÞÞb2 to QT�=q0c‘UbDh, where a, b1, and b2 are fit coefficients evaluated to be a 5 1.47, b1520:62,
and b2520:74. We thus propose for QT� the scaling law

QT�51:47
c‘Dh

U2
b

� �20:62 Ub

zmf

� �20:74

q0c‘UbDh (25)

QT� varies with U1:50
b and Dh0:38. The dependence on Dh is sublinear because melting is a negative feedback

process: melting results in the development of stratification at the ice-ocean interface, which suppresses
heat delivery to the basal ice surface and hence further melting. The comparison between QT� from (25)
and from the LES experiments is presented in a log-log plot in Figure 8b, with a black 1:1 line included.
While there is good agreement between the two sets of QT�, the slight departures from the 1:1 line espe-
cially at the low and high ends of the range possibly indicate that different physical scales should be used
for the scaling law for different ranges of QT�.
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The ‘‘PSW only’’ and ‘‘NSTM 1’’ to ‘‘NSTM 6’’ profiles are comparable to vertical temperature profiles com-
monly observed across the Canada Basin. There may be differences between actual observations and the
profiles considered in our experiments in terms of the depth of the NSTM, depth of the PSW, and stratifica-
tion strength. Nevertheless, the scaling law in (25) can be used to obtain an inexpensive estimate of the
heat flux to the basal ice surface due to turbulent entrainment from the mixed layer and its subsequent
contribution to basal melting in models of sea ice evolution in the Arctic.

McPhee et al. (1999) proposed a simpler expression for the heat flux at the basal ice surface and we will
refer to the heat flux from this expression as QM

T� :

QM
T�5cHq0c‘u�Dh (26)

cH 5 0.006 is a heat transfer coefficient. Our parameterization (25) can be rewritten as:

QT�5ð1:47 c20:62
‘ z0:74

m f 0:74Þ q0c‘U1:50
b Dh0:38 (27)

and the results shown in Figure 4b suggest the relationship u� � 0:032 Ub in our simulations. Substituting
this into (27) and further simplifying yields

QT�5Cq0c‘u1:50
� Dh0:38 (28)

with C50:033 m20:50s0:50K20:62. Figure 9 shows the percentage difference between QT� from (28) and QM
T�

from (26) for Dh from the profiles ‘‘NSTM 1’’ to ‘‘NSTM 6’’ and for u� corresponding to all Ub. The basal heat
fluxes from the two expressions are of the same order. We attribute the differences between them to (28)
having a super-linear dependence on u� and sublinear dependence on Dh.

Figure 7. (a) Initial temperature profiles for cases ‘‘NSTM 1’’ to ‘‘NSTM 6.’’ (b) Basal surface heat flux QT� for ‘‘NSTM 1’’ to
‘‘NSTM 6’’ and all Ub.

Journal of Geophysical Research: Oceans 10.1002/2017JC013267

RAMUDU ET AL. 12



4. Case Study: Turbulent Heat Entrainment During ‘‘The Great Arctic Cyclone of
2012’’

A large cyclone, commonly referred to as ‘‘The Great Arctic Cyclone of 2012,’’ passed over the Arctic in early
August 2012. It lasted almost 13 days and its pressure minimum was the lowest recorded for August cyclones
since 1979. Arctic sea ice extent was going to reach a record low after summer 2012, but the passage of the
cyclone caused that record low to be reached a few weeks earlier than predicted (Simmonds & Rudeva, 2012).

Zhang et al. (2013) used the Pan-arctic Ice-Ocean Modeling and Assimilation System (PIOMAS) to model the
effect of the cyclone on the sea ice pack. The cyclone moved over the ice-covered areas of the Pacific sector
(ICAPS) of the Arctic on 6–8 August. The ICAPS is defined to be between 908E and 908W in the Arctic and cov-
ers an area of 3:873106 km2 based on satellite observations. The rate of sea ice melt in the ICAPS increased
to 0:173103 km3 d21 during the 3 day period of 6–8 August from 0:083103 km3 d21 during the 3 day period
of 2–4 August just before the arrival of the cyclone. Melting at the bottom by ocean dynamic heat transport
was the main mechanism contributing to the increase in total melt rate, accounting for 0:103103 km3 d21

during the cyclone as opposed to only 0:023103 km3 d21 before. Bottom melt increased because the cyclone
caused enhanced heat entrainment from the NSTM. Using (11) with the second term on the right neglected,
we estimate the average basal ice surface heat flux over the ICAPS responsible for the 0:103103 km3 d21 of

cyclone-associated bottom melting to be 83 W m22.

A case study of ‘‘The Great Arctic Cyclone of 2012’’ is conducted using
LES. The physical domain size is the same as in previous experiments
and all the constants used are the same as in Table 1. Ub is taken to
be 0.18 m s21, equivalent to the average ice-drift speed during the
cyclone simulated by Zhang et al. (2013). The initial temperature pro-
file, shown in Figure 10a, and initial salinity profile, shown in the sup-
porting information, are from ITP 41 collected on 3 August 2012 at
longitude 137.88W and latitude 74.58N. The surface heat flux QT� out-
put by the simulation is 57 W m22 (Figure 10b). Using a mixed layer
depth of 45 m, the scaling law from (25) yields QT �562 W m22. This
indicates that the upward heat flux entrained from the heat stored in
the ocean by the shear-induced turbulence alone was responsible for
roughly 70% of the total ocean-to-ice heat flux during this event.

5. Summary

The Arctic Ocean has been losing sea ice due to increased melting
since the 1980s, and this decline in sea ice has been particularly

Figure 8. (a) Fit of aðc‘Dh=U2
bÞ

b1 ðUb=ðzmf ÞÞb2 to QT�=q0c‘UbDh. (b) Comparison of QT� from LES with QT� from (25).

Figure 9. Percentage difference between QT� from (28) and QM
T� from (26) for D

h from ‘‘NSTM 1’’ to ‘‘NSTM 6’’ and u� corresponding to all Ub.
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pronounced in the Canada Basin. Warm PSW sits at the base of the mixed layer in the Canada Basin and
during the summer, the NSTM develops near the surface, storing solar radiation as heat within the mixed
layer. It is thought that the presence of the PSW and NSTM water masses has contributed to the observed
accelerated melting of sea ice, but the interaction of these two anomalously warm layers with the basal
surface of sea ice is not fully known. In order to understand this process better, we use an LES model to
study heat transport in a rectangular domain occupying the upper 150 m of the ocean as ice drifts over
the surface. LES enables us to resolve the turbulent entrainment of heat not captured explicitly by climate
models.

A comparison between the case where the upper ocean features a PSW layer only and the case where it
features both the PSW and NSTM layers revealed that in the presence of the NSTM, the heat flux to the
basal ice surface is about 3 times larger. Our modeled heat flux near the surface agrees generally well
with field observations. There is almost no heat entrained from the PSW layer over the range of ice-drift
velocities considered. This leads to the conclusion that the stratification barrier at the base of the mixed
layer is too strong to allow heat from the PSW layer to escape upward. Since the NSTM itself varies spa-
tially and temporally in the Arctic, we additionally study cases with NSTM sizes larger than in the original
case. A scaling law for the basal heat flux is proposed based on the ice-drift velocity and the difference
between the initial mean temperature of the mixed layer and the initial freezing temperature at the
surface.

Using our LES model, a case study of the effect of ‘‘The Great Arctic Cyclone of 2012’’ yields a basal surface
heat flux of 57 W m22 during the passage of the cyclone. This is compared with the 83 W m22 that we esti-
mated from the PIOMAS-based study of Zhang et al. (2013) was responsible for the enhanced bottom melt-
ing during the cyclone. The results from our idealized LES setup indicates that a significant fraction (e70%) of
the total basal heat flux that caused bottom melting was purely due to the action of the drifting ice entrain-
ing heat upward from the mixed layer. In order to simulate this effect, large-scale climate models must be
able to account for the NSTM layer. This may require a careful treatment of the optics of the NSTM layer
(Kim et al., 2016) in addition to entrainment of heat to the surface. Given the coarse resolution (order ofe10 m vertically) of many climate models, it is far from clear that these processes are currently accurately
resolved.

It is thus important to investigate how results from the LES model used in this study compare against results
from ocean general circulation models using different mixed layer parameterizations. Furthermore, while
almost no heat entrainment from the PSW was found, the PSW still represents a significant reservoir of heat
sitting dangerously close to sea ice in the Arctic. Would a less strongly stratified pycnocline allow heat
entrainment from the PSW more easily? Given the increased melting of sea ice, leads are becoming promi-
nent in the ice cover especially in the summer. What is the impact of leads on ocean-to-ice heat transfer?
These questions will be addressed in further research.

Figure 10. (a) Initial temperature profile from ITP 41 on 3 August 2012. (b) Total heat flux from LES.
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Appendix A: LES Model Testing and Validation

We perform the simulation of McWilliams et al. (1997) for shear turbulence in the planetary boundary layer
(PBL) of the ocean to test and validate our LES code, in particular its solution for scalars. This simulation
includes the effect of temperature but not salinity. While our study of the flow under Arctic sea ice involves
both temperature and salinity, it is sufficient to test the code with a case that involves only temperature,
because the same advection-diffusion equation is used to solve for the evolution of salinity in our
simulations.

We solve (1), (2), and (3) in a three-dimensional rectangular domain with the top corresponding to the
ocean surface; q in (1) is here evaluated using a linear equation of state, q5q0ð12ahÞ, where
a52310248C21 is the thermal expansion coefficient of seawater. A shear stress s50:037 N m22, equivalent
to u�56:131023 m s21 is applied at the top of the domain in the x-direction and a heat flux qT�525 W m22

leaves the top surface. Although these momentum and heat flux boundary conditions are constants and
hence simpler than in our application, they serve our objective of validating our coupled momentum and
scalar solver. The effect of the shear stress on the turbulence and the mean flow is much stronger than the
effect of surface cooling.

The domain length is Lx5Ly5150 m and Lz 5 90 m. The domain consists of a mixed layer of depth zm and
a layer stably stratified by temperature underneath. The simulation is set up such that zm is initially 33 m,
with the temperature h0 homogeneous from the surface to zm and decreasing with depth by @h0=@z5

0:01 K m21 below zm. The computational grid size is Nx5Ny550 and Nz 5 150. The simulation is run until
it reaches a quasi-equilibrium state and we take statistics over a length of time during this quasi-
equilibrium state. Yang et al. (2015) performed a similar LES validation exercise, although they considered
the additional effect of Stokes drift giving rise to Langmuir turbulence and reported only statistics related
to the velocity field.

Figure A1 shows the comparison of the horizontally averaged and time-averaged velocity components h�ui
and h�vi, total vertical heat flux, and temperature variance hh02i from our simulation against those of
McWilliams et al. (1997). h02 is evaluated as h02 5hh2�h�h. The two sets of profiles of velocity components
match each other very closely. The heat flux and temperature profiles agree reasonably well also. We attri-
bute the difference between them to the eddy-viscosity model in our simulation being different from that
of McWilliams et al. (1997). Nieuwstadt et al. (1993) showed that different eddy-viscosity parameterizations
give horizontally averaged heat flux and temperature variance profiles that are slightly different from each
other in their LES of the atmospheric boundary layer.

Appendix B: Variable Quantities

The list of variable quantities in this study and the symbols used to denote them is given in Table B1.

Figure A1. (a) Velocity components h�ui and h�vi, (b) total vertical heat flux (hw0h0 i1 hKT@h=@zi) normalized by qT� , and
(c) temperature variance hh02 i normalized by H2

� , where H�5qT�=u� . Solid lines: our simulation, dotted lines: McWilliams
et al. (1997).
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