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Abstract

A multiscale, hybrid simulation capability for the study of
wind–wave–structure interaction for naval applications is
developed. The simulation consists of a large-scale sim-
ulation for wind–wave interaction and a local-scale simu-
lation for air–water–structure interaction. For the oceanic
environment, wind and waves are simulated respectively
by large-eddy simulation (LES) and high-order spectral
(HOS) methods with dynamical interactions between the
two. The large-scale and yet wave–phase–resolved wind
and wave fields are then used to provide physical inflow
condition for the simulation of wind and wave around the
structure at the local scale. Around a surface piercing ob-
ject, a coupled level-set and volume of fluid (CLSVOF)
method is used to simulate the air–water coupled flow and
the complex interfacial motions. An immersed bound-
ary method (IBM) is coupled with the CLSVOF to sim-
ulate the interaction of the object with the surrounding
air and water motions. Our simulation result shows that
both the wind load and wave load on the object vary with
the wave phase and depend on the sea state, indicating
the necessity of using the phase-resolved wavefield and
its coupled wind turbulence field as the environmental
input. The multiscale simulation approach developed in
this study may lead to an improved, physics-based, high-
resolution prediction tool for wind–wave–structure inter-
action for naval applications.

1. INTRODUCTION

The problem of wind–wave–structure interaction plays an
important role in many naval applications. The sea and
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wind loads on naval ships directly affect their maneuver-
ability. Under severe sea conditions, forcing from high
winds and large-amplitude waves may damage ships and
offshore structures. The environmental wind turbulence
and the turbulent wake of ship superstructures can also
influence the launch and landing of naval aircrafts and
ship cargo transfer. Therefore, there is a critical need for
the understanding and modeling of wind-waves, the lower
part of marine atmospheric boundary layer at various sea
states, and wind load and wave load on structures.

The interaction among wind, wave, and structure in-
volves processes of wind and wave evolution at large
scales and flow–structure interaction at local scales. Due
to the complexity of the problem, existing studies usually
have to rely on substantial simplifications. For example,
the wave–structure and wind–structure interactions are of-
ten treated separately, the results of which are then su-
perimposed to provide a total estimation. In the real ma-
rine environment, however, the wind and wave fields are
strongly coupled with each other.

Moreover, simplified inflow conditions, such as pre-
scribed waves based on simple wave theories and pre-
scribed mean wind profiles, are often used in the study of
flow–structure interaction. These inflow representations
can only capture some of the mean flow effect, but miss
the irregularity and nonlinearity in the wave field and the
turbulence fluctuations in the wind field, which play an es-
sential role in the dynamic response of the structure. The
local wind field near the sea surface is highly dependent
on the instantaneous wave phase, thus the wind load is
also wave coherent.

In this paper, a coupled multi-scale modeling approach
is developed for the simulation of wind–wave–structure
interaction. For the large-scale simulation, the wind and
waves are coupled dynamically, while for the local-scale
simulation, the data obtained from large-scale simulation
is used as the “real” inflow conditions and the wind–
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wave–structure three-way interaction is simulated without
decoupling.

The paper is organized as follows. The numerical meth-
ods are introduced in section 2. Two sets of results with
different inflow conditions, namely monochromatic wave
inflow and broadband irregular wave inflow, are discussed
in detail in section 3. Finally, the conclusions are given in
section 4.

2. NUMERICAL METHOD

In this study, we develop a multiscale, multiphase, hybrid
simulation capability aiming at providing accurate predic-
tion of wind and sea loads on surface piercing objects in
realistic oceanic environments. Major developments in-
clude: first, coupled LES–HOS simulation at large scales
that can capture the dynamical evolution of ocean wave-
field under wind action and the details of wind turbulence
in the lower part of marine atmospheric boundary layer
with the wave phase resolved; second, coupled CLSVOF–
IBM method at local scales that can simulate the multiple
interactions among wind, wave, and structure, and thus
provides prediction of the wind and wave loads.

As shown on the left part of Fig.1, for the far field, we
use a coupled LES–HOS approach for the simulation of
turbulent wind over complex wavefield. In our simulation,
LES is performed for wind turbulence with the sea surface
geometry and motion provided by the wave HOS simula-
tion. The LES uses a hybrid pseudo-spectral and finite-
difference method on a boundary-fitted grid that follows
the wave surface (Yang & Shen, 2010). For the wavefield,
we use the HOS method (Dommermuth & Yue, 1987) to
capture all of the dynamically important nonlinear wave
interactions. The wind pressure result from the LES
is supplied to the HOS simulation to obtain wind-wave
growth, which then serves as the dynamically evolving
boundary condition for the wind LES. The results from
large-scale simulation are then used as inflow conditions
for the local-scale simulation of wind–wave–structure in-
teraction.

For the local-scale simulation, we use a CLSVOF
method for the air–water coupled two-phase flow as
shown on the right part of Fig.1. A level-set function is
used to represent the air–water interface implicitly (Suss-
man et al, 1994, Osher & Fedkiw, 2001, Sethian &
Smereka, 2001). A ghost fluid method is used to cap-
ture the interface sharply (Kang et al, 2000). A volume of
fluid method is coupled with the level-set method to im-
prove the mass conservation (Sussman & Puckett, 2000).

LES

IBM

object
a
p

BC

CLSVOF

Local scale 

HOS

Large scale

Figure 1: Strategy of large-scale and local-scale simula-
tions.

Figure 2: Stretched Cartesian grid on the central vertical
plane used in the simulation.

To address the fluid–structure interaction, we use an im-
mersed boundary method (Peskin, 1977, Balaras, 2004,
Mittal & Iaccarino, 2005). Spatial discretization is per-
formed on a stretched Cartesian grid as shown in Fig.2.
For the CLSVOF–IBM simulation, instantaneous output
from the LES–HOS simulation is used as the inflow con-
ditions for the wind and waves. More details of our nu-
merical methods are introduced in the following sections.

2.1. Immersed boundary method

For briefness, we use one-phase flow here to demonstrate
the immersed boundary method used in our study. The
extension to multiphase flow is straightforward. The gov-
erning equations are the unsteady incompressible Navier–
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Stokes equations

∂u
∂t

=−u ·∇u− 1
ρ

∇p+
µ
ρ

∇2u (1)

and
∇ ·u = 0 (2)

inside the flow domain Ω f with the boundary condition

u = uΓb (3)

on the surface Γb of the object. Here u is the velocity vec-
tor; p is the pressure; ρ is the density; and µ is the dynamic
viscosity. In the immersed boundary method (Balaras,
2004), the boundary condition Eq.3 is combined with the
momentum equation Eq.1 in the form of a forcing term,
and Eq.1 becomes

∂u
∂t

=−u ·∇u− 1
ρ

∇p+
µ
ρ

∇2u+ fb (4)

We use the direct discrete forcing approach (Fadlun et al,
2000, Mittal & Iaccarino, 2005) to calculate the boundary
forcing term fb in the above equation. In this approach,
first, the right-hand-side terms of Eq.1 are calculated to
update the velocity explicitly to obtain u∗

u∗−un

4t
= RHSn =−(u ·∇u+

1
ρ

∇p− µ
ρ

∇2u)n (5)

where n denotes the time step. Next, on the forcing points
outside of the body surface (Fig.3), velocity interpolation
is performed by a linear tetrahedron-based scheme. The
strategy of this step is demonstrated in Fig.3 using a 2D
example. The extension from 2D to 3D is straightforward.
Denote the interpolated velocity as u∗∗, the forcing term
in Eq.4 is then calculated as

fn+1
b =

u∗∗−u∗

4t
(6)

The constraint of incompressibility is satisfied by a pro-
jection method (Kim & Moin, 1985, Gresho, 1991). The
intermediate velocity u∗ is projected into a divergencefree
space by solving a Poisson equation:

∇2δp =
∇u∗

4t
(7)

Finally, the pressure and velocity are updated:

pn+1 = pn +δp, un+1 = u∗+4t∇δp (8)

 

f

f

f
 

 

f

Forcing points 
Fluid 

 f

 

x

 b

x

Solid

Boundary points 

Figure 3: Schematics for the interpolation of velocity to
calculate the forcing term. Here ◦ denotes the grid points
where the forcing term is applied; ¤ denotes the points
on the body surface used for velocity interpolation; X de-
notes the points in the flow field used for velocity interpo-
lation.

2.2. CLSVOF method

For the two-phase flow of wind and wave, the level-set
method (Sussman et al, 1994, Osher & Fedkiw, 2001,
Sethian & Smereka, 2003) is used, which captures the
moving interface implicitly through a signed distance
function φ defined as

φ(x) =





d water
0 interface
−d air

(9)

where d is the distance from a point x to the interface.
In Fig.4, the illustration of the distance function (level-set
function) φ is plotted. The function φ is governed by the
advection equation

∂φ
∂t

+u ·∇φ = 0. (10)

A reinitialization procedure is used as follows

∂φc

∂τ
+ sign(φ)(|∇φc|−1) = 0 (11)

to conserve the signed distance property as time evolves
(Sussman et al, 1998). Here τ is artificial time. Using φ,
the surface normal vector and the curvature are calculated
as

n =
∇φ
|∇φ| (12)

3



 

air

,w w !
0 !

0 !

0 !

,a a !

water

wave surface 

Figure 4: Illustration of level-set function φ.

and

κ = ∇ ·n = ∇ · ∇φ
|∇φ| . (13)

The non-dimensionalized incompressible Navier–
Stokes equations for both the air and the water can be
written as one equation

∂u
∂t

+∇ · (uu) =− 1
ρ(φ)

∇p+
1

ρ(φ)Re
∇ · (2µ(φ)D)

+
k

Fr2 +
1

ρ(φ)We
κδ(φ)∇φ. (14)

with

ρ(φ) = ρaH(φ)+ρw(1−H(φ)),
µ(φ) = µaH(φ)+µw(1−H(φ)). (15)

Here H(φ) is the Heaviside step function; ρa and µa are
the density and dynamic viscosity of air; ρw and µw are
the density and dynamic viscosity of water; D = 1

2 (∇u +
∇uT ) is the strain rate tensor; Re = UL/ν, Fr =

√
U2/gL

and We = ρU2L/σ are the Reynolds number, Froude num-
ber and Weber number, respectively; δ(φ) is the Dirac
delta function; k is the unit vector in the gravity direction.

To improve the mass conservation, volume of fluid
(VOF) method is coupled with the level-set method. The
following VOF equation (Sussman et al, 2000)

∂F
∂t

+~u ·∇F = 0 (16)

is solved. Here F is the volume fraction of water in each
computational cell. Piece-wise linear interface construc-
tion method is used to reconstruct the interface and solve
the above equation (Ridera & Kothe, 1998). Furthermore,

wind

wave

Figure 5: Illustration of coupled wind–wave simulation
where streamwise velocity contours are plotted on the ver-
tical planes, and air pressure contours are plotted on the
wave surface.

a ghost fluid method is used to treat the air–water inter-
face in a sharp manner (Kang et al, 2000). The following
interface jump condition






n
T1
T2


(pI− τ)nT


 =




σκ
0
0


 (17)

is implemented. Here T1 and T2 are the two unit tangent
vectors; [·] denotes the jump across the interface; and σ is
the surface tension. With the ghost fluid method, density
and viscosity change sharply across the interface. As a
result, the spurious current associated with the smeared
interface method is avoided.

3. RESULTS

As a canonical problem, wind blowing over a broadband
wavefield that initially satisfies the JONSWAP spectrum
is used for the large scale wind–wave simulation. At lo-
cal scales, a surface piercing hexahedral object inside the
wind and wave fields is considered. The object has a for-
ward velocity against the wind and wave direction, i.e.,
head seas are considered here. We note that while the ge-
ometry of the object is simple at the current first step of
study, extension to more complex geometries correspond-
ing to naval applications is relatively straightforward with
the IBM method used in our study.

For the large-scale LES–HOS coupled simulation, a
sub-domain is shown in Fig.5. The wind velocity and
pressure distributions are found to be highly dependent
on the wave phase (Liu et al, 2010). The analysis in their
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Figure 6: Time-averaged pressure coefficient on the
frontal face of the object, and comparison of the center-
line profile with the measurements in literature.

paper also shows that the growth rate of each wave com-
ponent strongly depends on the corresponding wave age,
which is defined as the ratio of wave phase speed to the
wind friction velocity.

For the local-scale simulation, we first consider the sim-
ple case of a monochromatic wave being used as the in-
flow condition, in order to investigate the dependence of
wind load on the wave phase. Next, the broadband wave-
field is used as the inflow condition to obtain a more real-
istic simulation. The details are discussed in the following
two subsections.

3.1 Monochromatic wave cases

We simulate an air–water flow passing a hexahedral object
with size ratio 1:0.75:2 among the three dimensions. The
geometric center of the object is at the mean water surface
level. The wave age c/u∗ is 2; i.e., the young sea condition
is considered here.

In Fig.6, time-averaged value of the pressure coefficient
of the wind acting on the frontal face of the object

Cp =
Pa

1
2 ρaU2

h
(18)

is plotted. Here Uh is the mean value of the stream-
wise component of velocity at the height of the top of
the structure (denoted by the subscript h hereafter). The
present result agrees with the experimental data of (Cas-
tro & Robins, 1977, Richards et al, 2001). The maximum
pressure coefficient occurs at about 0.75h above the mean
water surface, where the wind impinges on the frontal face
to form a stagnation point (Peterka et al, 1985) as shown
in Fig.7. Near this stagnation point, flow goes outward
toward the edges of the frontal face. A local minimum

Figure 7: Instantaneous streamline patterns and pressure
contours on the center plane cutting through the object
when: (a) a crest arrives at the object; (b) a trough arrives
at the object.

of pressure coefficient is found at about 0.2h above the
mean water surface, because there exists a horseshoe vor-
tex (Peterka et al, 1985) at that location as plotted in Fig.7.
Because of the horseshoe vortex, a bottleneck shape is ob-
served on the pressure contours (Fig.6).

Since the ratio of the object length to the wavelength is
1/1.7 (see Fig.8), the frontal and rear sides of the object
are not at the same wave phase. For instance, in Fig.8,
when the crest of the wave reaches the frontal face, the
rear face is between a crest and a trough. Moreover, the
plane progressive wave is distorted around the object, es-
pecially behind the object as shown in Fig.8, although the
overall geometry of the wave surface still maintains.

In our following analysis of the phase dependence of
streamwise wind load, we consider the frontal face only.
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Figure 8: Top view of the surface elevation surrounding
the object when a wave crest arrives at the frontal face of
the object; and

Figure 9: Vertical central section wind pressure coeffi-
cients on the rear face.

In Fig.9, the time averaged pressure coefficient profile
along the vertical central line on the rear face is plotted.
Compared with the result on the frontal face in Fig.6, it
is clear that the load on the rear face is much smaller
(Richards et al, 2001) due to the lower pressure inside
the wake region behind the object as shown in Fig.10. We
also found that the variation of wind load over the differ-
ent wave phases is small too (results not shown here due
to space limitation). On the other hand, the air pressure
acting on the frontal face varies considerably at different
wave phases. A typical example is shown in Fig.7. When
a crest reaches the frontal face (Fig.7a), the pressure is
larger than that when a wave trough arrives (Fig.7b). The
oscillation of wind load is mainly caused by the variation
of the air pressure acting on the frontal face during the
different wave phases.

Figure 10: The low pressure wake caused by the flow sep-
aration at the object.

In order to show the wave-phase dependence of the
wind load more clearly, the wave-phase averaged pres-
sure coefficient distribution along the vertical central line
on the frontal face is plotted in Fig.11. It confirms that the
pressure at crest is higher than that at trough. The maxi-
mum of the difference occurs near the air–water interface.
As the height increases, the difference reduces gradually.
Above z = 0.6h, the difference is negligible.

The wave-phase dependence of the wind load is caused
by the periodic variation of the wind speed above the wave
surface. It is found that above the wave crest, the wind
speed is larger and the shear in the air flow is stronger
compared with those above the wave trough. The differ-
ence of the velocity gradient at these two wave phases
is demonstrated in Fig.12. As the height increases, the
influence of the wave phase on the wind speed is re-
duced. Fig.11 shows that near the stagnation point, the
pressure distributions are quite similar between the wave
crest phase and the trough phase. As a result, the wind
load on the upper part of the object is less affected by the
wave passage.

Moreover, the existence of the horseshoe vortex at the
frontal corner also influences the wind load on the frontal
face since it forms a low-pressure region. The position
of the vortex oscillates with time, as shown in Fig.7. The
center of the vortex moves mainly along the streamwise
and vertical directions at different wave phases.

We next study the relation between the angle of at-
tack and the wind load. Three angles are discussed in
this paper, ε = 0◦, 30◦ and 60◦. Following Blendermann
(1994), we decompose the force along different directions
as shown in Fig.13. Accordingly, the drag coefficient CD
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Figure 11: Profiles of wave-phase averaged pressure co-
efficient along the vertical central line on the frontal face
of the object for wave crest and wave trough.

Figure 12: Instantaneous velocity vectors above the wave
surface.

Apparent wind

Side force 

Cross force 
C

F
A

L
A

Rolling

moment

 

!

S

L

Drag force 

Total wind force  

Attack angle 

F

D

K

Figure 13: Definition of wind forces and moments.

and the cross force coefficient CL are defined as

CD =
D

1
2 ρaU2

h AL
(19)

CC =
C

1
2 ρaU2

h AL
(20)

where D and C are the drag and cross forces defined in
Fig.13, and AL is the mean lateral area of the object above
the water. The longitudinal force coefficient CL and the
side force coefficients CS are

CL =
L

1
2 ρaU2

h AL
(21)

CS =
S

1
2 ρaU2

h AL
(22)

where L and S are the longitudinal force and the side force
defined in Fig.13, respectively. The rolling moment coef-
ficient CK is defined as

CK =
K

1
2 ρaU2

h ALh
(23)

where K is the rolling moment.

Table 1 and 2 show the force coefficients for different
angles of attack conditioned upon the wave crest and wave
trough phases. From Table 1, there are several observa-
tions. First, both the longitudinal force coefficient CL and
the drag coefficient CD are wave-phase dependent. When
a wave crest arrives at the frontal face of the object, wind
force is stronger than that when a wave trough arrives.
This result is consistent with our previous finding for the
ε = 0◦ case.

Second, the drag coefficient CD increases with the an-
gle of attack. This is partially due to the increase of pro-
jected area. Also, the separation of the flow behind the
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ε Trough Crest Increase

CL
0◦ 0.403 0.555 37.9%
30◦ 0.555 0.605 9.1%
60◦ 0.409 0.510 24.7%

CD
0◦ 0.403 0.555 37.9%
30◦ 0.748 0.788 5.4%
60◦ 0.900 0.938 4.2%

Table 1: Longitudinal and drag force coefficients.

ε Trough Crest Increase

CS
0◦ 0.0522 0.0521 −0.2%

30◦ 0.533 0.528 −0.9%
60◦ 0.805 0.790 −1.8%

CC
0◦ 0.0522 0.0521 −0.2%

30◦ 0.183 0.155 −15.1%
60◦ 0.049 -0.047 −4.1%

Table 2: Side and cross force coefficients.

object becomes stronger as the attack angle increases, to
form a larger region of low pressure behind the object as
shown in Fig.14. In the figure, the increase of turbulence
intensity in the wake region with the angle of attack is also
noticeable.

Third, the longitudinal force coefficient CL at ε = 30◦
is larger than that at 0◦ and 60◦. The flow separation be-
hind the object is stronger at 30◦ than that at 0◦ as plotted
in Fig.14(a) and Fig.14(b), which leads to lower pressure
on the rear face at 30◦. The flow separation at 60◦ is also
strong, but the maximum of pressure is not on the frontal
face but on a side face instead, as shown in Fig.14(c),
which makes its longitudinal pressure difference less than
that at 30◦. From Table 2, it is also found that the side
force coefficient CS increases with the angle of attack, and
is not sensitive to the wave phase. The cross force coeffi-
cient CC is the largest at the attack angle 30◦, which has
the largest asymmetry of wind load among the three cases
as shown in Fig.14.

The rolling moment coefficient CK is plotted in Fig.15
as a function of the angle of attack. The total rolling
moment is decomposed into wind and water parts. The
sign of the coefficient indicates the rolling direction. In
the present study, the pivot axis is on the air–water inter-
face along the longitudinal direction of the object. From
Fig.16, we can see the tendency that the magnitude of
CK increases with the angle of attack. This is as ex-
pected because the rolling moment is closely related to
the side force coefficient CS that also increases monoton-
ically with the angle of attack as shown earlier.

Another interesting observation from Fig.15 is that
the wind-induced rolling moment dominates the wave-

induced moment for the wind and wave conditions con-
sidered in the present simulation. In other words, for a
slow wave with strong wind, the rolling effect of the wind
load is important to the safety of vessels or offshore struc-
tures.

Finally, the drag coefficient of the wave CDw

CDw =
Dw

1
2 ρwU2

p AL
(24)

in a wave period is plotted in Fig.17. Here, Dw is the drag
force of water, and Up is the phase speed of the wave.
As shown in Fig.17, CDw is strongly dependent on the
wave phase. Because the wave speed is slow in this case,
the variation of hydrostatic pressure associated with the
surface elevation plays an important role in the wave drag.

3.2 Broadband wave cases

In this subsection we consider more complex and realis-
tic situations in which inflow condition from a large-scale
simulation of a broadband wavefield with the JONSWAP
spectrum is used for the local-scale wind–wave–structure
simulation. As expected, the wave and wind fields are
more complex than the monochromatic wave case. Never-
theless, the salient features of the flow field and wind load
remain the same. In Fig.18, the wind pressure coefficient
along the vertical central section is plotted. Similar to the
monochromatic wave case, a horseshoe vortex is gener-
ated near the lower corner of frontal face (Fig.20), result-
ing in a local minimum of pressure near the wave surface,
which corresponds to the local minimum near Position 0
in Fig.18. Note that the size of the horseshoe vortex is big-
ger in the case here (Fig.20) than in the monochromatic-
wave case (Fig.15). This is due to the thicker boundary
layer of the inflow here as shown in Fig.21. Similar ef-
fect of boundary layer thickness on the horseshoe was dis-
cussed by Baetke et al (1990). The wind flow separates at
the leading edge (Position 1 in Fig.18), which causes a
pressure minimum there. Vortex shedding happens on the
roof (Fig.20), corresponding to Positions 1 to 2 in Fig.18.
The pressure variation near the leading edge is significant.
It is also found that the separation on the roof is stronger
in this case than that in the monochromatic wave case as
shown in Fig.21. The separation of the flow from the ob-
ject makes the pressure on the rear face (Position 2 to 3 in
Fig.18) much lower than the pressure on the frontal face
but relatively higher than that on the roof. Moreover, as
shown in Fig.19, low pressure regions are formed on both
side faces, also due to flow separation.

In Fig.22, the flow separation process on the roof and
rear of the object on the central vertical plane is plotted.
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The wave behind the object becomes flatter. As a result,
the wind wake behind the object is less influenced by the
wave phase. In some sense the flow pattern behind the ob-
ject resembles more what is in the flat ground cases (Hunt
et al, 1978, Baetke et al, 1990). At some distance down-
stream, the separated flow reattaches to the wave surface.

In Fig.23, the wind pressure distributions on the frontal
face of the object are plotted for two different wave
phases. The pressure is higher when a local crest arrives at
the frontal face than that when a local trough arrives. This
phenomenon is similar to that in the monochromatic wave
case, in that the wind load is wave-phase dependent. Since
the wave condition is much more complex in this case, the
wave-phase dependence may be affected not only by the
local wave phase, but also by a combination of different
waves. The latter needs further investigation.

The instantaneous flow fields at angles of attack of
ε = 30◦ and 60◦ are plotted in Fig.24. Compared with
Fig.20, it is shown that the turbulence intensity behind the
object increases with the angle, in a way similar to what
is shown in the monochromatic-wave case (Fig.15). Note
that the turbulence intensity above the wave surface in the
broadband wave case is higher, because the geometry of
the wave surface is much more complex.

4. CONCLUSIONS

In this study, we develop a multiscale, hybrid simulation
capability for wind–wave–structure interaction. The cou-
pled CLSVOF–IBM provides an accurate and robust tool
for the study of air and water free-surface flows around
a structure. To represent the oceanic environment faith-
fully, a coupled LES–HOS method is developed to simu-
late large-scale wind and wave fields, from which realistic
inflow condition is obtained for the CLSVOF–IBM simu-
lation. Our simulation result shows salient wave-coherent
flow structure in the wind field. We also elucidate the in-
herent relationship between the wave dynamics and the
wind and wave loads on surface piercing structures using
a monochromatic wave case. For the more complex and
realistic broadband wave cases, the characteristic features
of the monochromatic wave case still obtain, but in a more
complex form as expected. This study suggests that incor-
porating the multiscale wind–wave–structure interaction
dynamics may be helpful for the design and operation of
naval ships in complex marine environments under vari-
ous sea conditions.
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Figure 14: Top view of instantaneous distribution of pres-
sure contours and velocity vectors at a height of z = 0.5h
for angle of attack of: (a) ε = 0◦; (b) ε = 30◦; (c) ε = 60◦

Figure 15: Coherent vortical structures in the wind around
the object for angle of attack of: (a) ε = 0◦; (b) ε = 30◦;
(c) ε = 60◦.
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Figure 16: Rolling moment coefficient at different angles
of attack.

Figure 17: Variation of drag coefficient on the waterside
over one wave period. Here φ indicates the wave surface
elevation.

Figure 18: Profile of time-averaged wind pressure coeffi-
cient along the vertical mid-section of the object.

Figure 19: Profile of time-averaged pressure coefficient
along the horizontal section at the mid height of the object.
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Figure 20: Coherent vortical structures in the wind around
the object for angle of attack of ε = 0◦.

Figure 21: Instantaneous velocity vectors in the vertical
central plane above the wave surface for: (a) broadband
wave case; (b) monochromatic wave case.

Figure 22: Time evolution of flow field around the object
on the vertical central plane at three instants. Plotted are
pressure coefficient contours and streamlines.
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Figure 23: Wind pressure distribution on the frontal face
at different wave phases: (a) a local crest reaches the ob-
ject; (b) a local trough reaches the object.

Figure 24: Coherent vortical structures in the wind around
the object for angle of attack of: (a) ε = 30◦; (b) ε = 60◦.
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