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a b s t r a c t

The effect of ocean downwind swells on the harvesting of offshore wind energy is studied using large-
eddy simulation of fully developed wind turbine array boundary layers, which is dynamically coupled
with high-order spectral simulation of sea-surface wave field with and without the presence of a
downwind swell. For the two moderate wind speeds of 7 m/s and 10 m/s considered in this study, the
swell is found to induce a temporal oscillation in the extracted wind power at the swell frequency, with
a magnitude of 6.7% and 4.0% of the mean wind power output, respectively. Furthermore, the averaged
wind power extraction is found to be increased by as much as 18.8% and 13.6%, respectively. Statistical
analysis of the wind field indicates that the wind speed in the lower portion of the boundary layer
oscillates periodically with fast wind above the swell trough and slow wind above the swell crest,
resulting in the observed wind power oscillation. The wind above the swell accelerates due to the
strong wave forcing, causes a net upward flux of kinetic energy into the wind turbine layer, and thus
acts to increase the extracted wind power of the turbines. For a high wind speed of 17 m/s, the wave-
induced motion becomes relatively weak and the swell effect on the wind turbine performance
diminishes.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

With more available space, faster winds, and smaller visual
impact and noise, offshore wind power has become a promising
direction for wind energy and associated research. Offshore wind
farms operate in a complex environment inwhich the sea surface is
characterized by progressive waves of various sizes that interact
with the wind over a wide range of scales. Therefore, the under-
standing of offshore wind farm dynamics and the predictions of
wind turbine performance critically depend on the complex
interaction among wind turbines, wind, and waves.

Previous studies on marine atmospheric boundary layer have
shown that the characteristics of offshore wind are highly affected
by its interaction with the sea-surface waves [1e4]. Among various
types of sea-surface waves, the ocean swells play a distinct role.
Generated by storms far away, swells can travel over long distance,
al Engineering, University of
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enter the site of offshore wind farm, and mix with the local wind-
seas (i.e., thewave field generated by the local wind). Because of the
large amplitude and fast propagation speed, swells are capable of
imposing strong disturbance to the marine wind field [3,5e7] and
even generating wind under low and moderate wind conditions
[8e10]. Thus, better understanding of turbine wake dynamics in
offshore wind farms requires consideration of swell effect on wind.

In recent years, the combination of large-eddy simulation (LES)
of atmospheric boundary layer and properwind turbinemodels has
made LES a useful tool for wind energy research [11e14]. For
example, by performing LES of an “infinite” wind turbine array
boundary layer, Calaf et al. [15] were able to capture the complex
turbulent flow within a large wind farm as well as its expected
interaction with the atmospheric boundary layer at large scales.
Their LES results showed that inside a fully developed wind turbine
array boundary layer, the wind field is energized for downstream
wind energy harvesting through the vertical flux of kinetic energy
from the atmosphere above.

While wind power on land is being actively explored, there has
been a lack of LES tools for the simulation of offshore wind farms.
Recently, a hybrid numerical capability has been developed by
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Fig. 1. Flow field in a fully developed wind turbine array boundary layer at sea for
Utop ¼ 10 m/s with: (a) pure wind-seas; and (b) wind-seas mixed with swells.
Contours of instantaneous streamwise velocity u (normalized by u*) are plotted on two
representative (x,z)- and (y,z)-planes. The turbulent wakes behind the first four wind
turbines are illustrated by the iso-surface of the normalized vorticity magnitude
juj/(u*/D) ¼ 20. Here, Utop is the mean wind velocity at the top of the simulation
domain; u* is the wind friction velocity above the turbine array; u is the vorticity; and
D is the turbine rotor diameter.
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Yang et al. [16] for the simulation of large-scale offshore wind
farms. The numerical framework consists of a LES of wind turbine
array boundary layers on a curvilinear coordinate that follows the
wave surface motion [17], and a spectral simulation of nonlinear
sea-surface waves based on potential flow theory. The wind and
wave simulations are dynamically coupled [18]. This simulation
tool was shown to capture the effects of a broadband sea-surface
wave field on the offshore wind farm dynamics [16]. In this
study, we apply this hybrid simulation tool to study cases when
swells are present.

In our simulation, a domain of 2.1 km long, 1.5 km wide, and
1.0 km high is considered. A 3 � 3 wind turbine array (aligned in
both rows and columns) with periodic boundary conditions in the
horizontal directions is used to model a fully developed “infinite”
turbine array boundary layer [15,19e24], under neutral stratifica-
tion. We note that some of the previous studies also considered
wind turbine arrays with staggered or oblique arrangement, and
found appreciable effect of the layout pattern on the performance
of land-based wind farms [19,23,24]. Similar turbine array layout
effect is expected for offshore wind farms. However, the presence
of ocean swells is expected to induce qualitatively similar distor-
tion on the wind field as the leading order effect for both the
aligned and staggered turbines offshore. As a first attempt on
investigating the swell effect, we focus on the aligned turbine
array that has been used as the baseline case in most of the pre-
vious LES studies. The wind turbine effect is modeled by the
actuator-disk model [11,12] with the effect of the turbine tower
neglected as in most of the previous studies [15,19e22,24]. Among
practical designs, many highly stable floating turbine platforms
have only small motions under wind and wave forcing [e.g. Refs.
[25,26]]. Although these small motions are still crucial for
analyzing the structural response of the turbine system, they are
not expected to induce significant effect on wind power genera-
tion. In this study, we focus on this type of highly stable platforms
as a first step of the investigation, and thus treat the turbines as
fixed in space (and as a result, the effect of mooring cables is also
neglected).

Three different wind speeds, Utop ¼ 7.0, 10.0, and 17.0 m/s
(where Utop is the mean wind speed at the top of the simulation
domain, 1.0 km above the mean sea surface), are considered. The
sea surface has a broadband wave field. In addition, a swell prop-
agating downwind is considered. In the simulation domain that is
2.1 km long, there are nine waves in the monochromatic swell train
propagating in the streamwise direction, corresponding to a mod-
erate wavelength of ls ¼ 233.3 m. A typical steepness of 2pas/
ls ¼ 0.1 is considered [4,9,27e29] so that the swell amplitude is
as ¼ 3.7 m. We remark that the problem can be further complicated
by the fact that a swell can propagate in a different direction with
respect to the local wind-seas. As the first attempt on the study of
swell effect on offshore wind farms, we focus on the downwind
swell condition that was investigated the most as a canonical
problem in previous studies on windewave interaction [e.g. Refs.
[8e10,30]].

Based on the simulation data, the effect of the downwind swell
on the wind power extraction rate of the turbines is studied, with a
focus on the swell-induced change in the mean value as well as
temporal fluctuations. Statistical analysis of the offshore wind
turbine array boundary layer is also performed to help understand
the physical mechanism responsible for the swell effect.

This paper is organized as follows. First, the numerical method
used in our hybrid model is introduced in Section 2, followed by an
introduction on the problem setup and the parameters of the
simulation cases. Next, the simulation results and data analysis are
presented in Section 3 to show the swell effect on wind farm dy-
namics. Finally, conclusions are given in Section 4.
2. Numerical method

2.1. Large-eddy simulation of wind turbulence

Fig. 1 shows two typical examples of the instantaneous flow
field in the offshore wind turbine array boundary layer obtained by
the current simulation. In this study, we consider a neutrally
stratified atmospheric boundary layer flow for the wind field. In
LES, the motion of wind turbulence is described by the filtered
NaviereStokes equations for incompressible flows

v~ui
vt

þ ~uj
v~ui
vxj

¼ � 1
ra

v~p*

vxi
�
vsdij
vxj

� 1
ra

vpN
vx

di1 þ fTdi1; (1)

v~ui
vxi

¼ 0: (2)

As shown in Fig. 1, the coordinates are denoted as
xi(i ¼ 1,2,3) ¼ (x,y,z), where x and y are the horizontal coordinates
and z is the vertical coordinate, with z ¼ 0 being the mean sea
surface. The velocity components in x-, y-, and z-directions are
denoted as ui(i ¼ 1,2,3) ¼ (u,v,w), respectively. In Eqs. (1) and (2),
ðf.Þ indicates filtering at the grid scale D; ra is the density of air;
sij ¼ gui uj � ~ui~uj is the subgrid-scale (SGS) stress tensor, and sdij is its
trace-free part; and ~p* ¼ ~pþ skk=3� pN is the filtered modified
pressure. In this study, we consider the condition of mean wind
being perpendicular to the wind turbine rotor plane, i.e. along
the þx-direction. The imposed pressure gradient vpN/vx models
the effect of geostrophic wind forcing [15].
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In this study, we consider moderate-amplitude swells, which
are mixed with broadband three-dimensional wind-seas. Many
practical designs of floating offshore wind turbine platforms, e.g.,
the MIT/NREL TLP [25] and the WindFloat [26], have only small
motions in response to the wind and waves. In this study, we focus
on this class of turbine platforms and thus treat them as fixed in
space. Associated with the fixed platform, the dynamics of mooring
cables is not considered, which should be taken into account if the
platform has non-negligible oscillations. The turbine-induced force
in Eq. (1), fT, is calculated by the actuator-disk model originally
applied in LES by Jimenez et al. [11,12]. In the present study, we use
the modified version proposed by Meyers and Meneveau [19]. In
this model, the turbine-induced force per unit mass in the
streamwise direction is given by

fT ðxl; ym; znÞ ¼ �1
2
C0
T

D
uT

E2

d

gm;n

Dx
: (3)

Here, (xl,ym,zn) denotes the position of a given grid point with in-
dex (l,m,n); C0

T ¼ CT=ð1� aÞ2 is the effective thrust coefficient [15],
where CT is the thrust coefficient and a is the axial induction factor
[31]; huTid is the local reference wind velocity evaluated by spatial
averaging over all grid points within the turbine disk; gm,n is the
fraction of area overlap between the grid cell (m,n) and the turbine
rotor circle; and Dx is the streamwise grid size. The effects of wind
turbine yaw controller and blade pitch controller are neglected in
this actuator-disk model. Note that if the floating platform has
non-negligible motion, the current actuator-disk model in Eq. (3)
can be generalized by replacing the streamwise velocity huTid
with the incident axial wind velocity relative to the wind turbine
disk (i.e. including both incoming wind velocity and wind turbine
motion). The effects of the turbine tower and nacelle are relatively
small and are not considered in this study [also see e.g. Refs.
[15,19e22,24]].

We remark that as shown by Meyers and Meneveau [19],
the effective thrust coefficient can also be written as
C0
T ¼ ½4a=ð1� aÞ�½1þ ðCD=CLÞð2=ltÞ�, where CD and CL are the drag

and lift coefficients of the turbine blade, respectively, and lt is the
tip-speed ratio. In practice, by means of pitch control, a fixed value
for C0

T may be obtained for the range of wind speeds considered
here. For clarity of analysis and discussion, in this study we use a
fixed value for the effective thrust coefficient, C0

T ¼ 4=3, corre-
sponding to the typical values of CT ¼ 3/4 for the thrust coefficient
[11] and a ¼ 1/4 for the induction factor [19]. The same value of C0

T
has been used in several previous LES studies [15,16,19,21,22].

In Eq. (1), the SGS stress tensor is modeled using a Lagrangian-
averaged scale-dependent dynamic Smagorinsky model, as
described in Bou-Zeid et al. [32]. On the other hand, the molecular
viscous term is neglected because the Reynolds number for the
flows considered in this study is very high. This omission prevents
the resolving of the viscous sub-layer near the wave surface.
Consequently, in the simulation, an equilibrium surface-layer
model is employed to impose proper sea-surface stress to the
wind turbulence, which is expressed as [9,32,33]

sSGSi3 ðx;y; tÞ ¼ �
�

k

lnðd2=z0Þ
�2 b~Urðx;y; tÞ

�
hb~ur;iðx;y; tÞcos qi þ b~ur;3ðx;y; tÞsin qi

i
; i ¼ 1;2:

(4)

Here, k ¼ 0.4 is the von Kármán constant; ðcf.Þ indicates filtering at
the test-filter scale 2D; z0 is the sea-surface roughness associated
with the SGS waves; qi(i¼ 1,2) are the local inclination angles of the
wave surface in xi-direction, with
cos qi ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
�
v~h

.
vxi

�2r ; (5)

and

sin qi ¼
v~h

.
vxiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
�
v~h

.
vxi

�2r ; (6)

where ~hðx; y; tÞ is the filtered instantaneous wave surface elevation;b~ur;iði ¼ 1;2;3Þ are the test-filtered wind velocities relative to the
water surface at the first off-surface grid point (which is at height d2
above the sea surface in the LES code)

b~ur;iðx; y; tÞ ¼ b~uiðx; y; d2; tÞ � b~us;iðx; y; tÞ; i ¼ 1;2;3: (7)

In the above equation, the values of b~us;i are obtained by the test-
filtering of the sea-surface velocities us,i (details for the calcula-
tion of us,i are given in Section 2.3). In Eq. (4)

b~Urðx; y; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX2
i¼1

hb~ur;iðx; y; tÞcos qi þ b~ur;3ðx; y; tÞsin qi

i2vuut (8)

is the magnitude of horizontal wind velocity relative to the wave
surface.

In the simulations, the streamwise and spanwise boundaries are
treated as periodic, so that the finite number of wind turbines in the
simulation domain represent a subset of an infinitely large wind
farm [15]. The top of the simulation domain is considered to be
rigid and free-slip. The bottom is bounded by the wave surface,
with a known tangential stress expressed in terms of the velocity
field by Eq. (4). A time-dependent boundary-fitted grid is used to
follow the curvature of the wave surface. The irregular wave
surface-bounded domain in the physical space is transformed to a
right rectangular prism in the computational space using an alge-
braic mapping [17].

For spatial discretization, we use a Fourier-series-based pseudo-
spectral method on a collocated grid in the horizontal directions,
and a second-order finite-difference method on a staggered grid in
the vertical direction. The governing equations are integrated in
timewith a fractional-stepmethod as follows: first, themomentum
equations without the pressure terms are advanced in time with a
second-order AdamseBashforth scheme; then, a Poisson equation
is solved for the pressure to provide correction for the velocity field
so that the incompressibility constraint is satisfied. The effect of
resolved-scale sea-surface waves on the wind field, i.e. the form
drag, is captured by the wave-correlated pressure field. The details
and validations of the numerical scheme for solving the Naviere
Stokes equations in a curvilinear coordinate system are provided in
Yang and Shen [17,34,35]. The details and validations of the LES
wind turbulence solver can be found in Yang et al. [36] and Liu et al.
[37]. The actuator-disk turbine model in our LES has been tested
through simulations of single turbine and turbine array, and the
comparisons with measurements, theories, and other LES results
show good agreement [16].
2.2. High-order spectral method for the simulation of sea-surface
waves

The nonlinear sea-surface wave field is directly simulated using
the high-order spectral method (HOSM) [38], which has been
successfully applied to the study of various ocean wave problems
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[39e42]. The HOSM simulates nonlinear waves using the Zakharov
formulation [43], in which the wave motion is described by the
surface elevation h and the surface potential Fs. Here,
Fs ¼ F(x,y,z ¼ h(x,y,t),t) with F being the velocity potential. With a
perturbation series of F with respect to the wave steepness to the
order ofM and a Taylor series expansion about themeanwater level
z ¼ 0

Fsðx; y; tÞ ¼
XM
m¼1

XM�m

[¼0

h[

[!

v[

vz[
FðmÞðx; y; z; tÞ

�����
z¼0

; (9)

and an eigenfunction expansion of each F(m) with N modes

FðmÞðx; y; z; tÞ ¼
XN
k¼1

F
ðmÞ
k ðtÞJkðx; y; zÞ; (10)

the kinematic and dynamic free surface boundary conditions are
written as [38]

vh

vt
¼ � Vhh$VhF

s þ
�
1þ jVhhj2

�
�
" XM
m¼1

XM�m

[¼0

h[

[!

XN
k¼1

FðmÞ
k

v[þ1Jk

vz[þ1

�����
z¼0

#
;

(11)

vFs

vt
¼ �gh�

��VhF
s��2

2
� paðx; y; tÞ

rw
þ 1þ jVhhj2

2

�
" XM
m¼1

XM�m

[¼0

h[

[!

XN
k¼1

FðmÞ
k

v[þ1Jk

vz[þ1

�����
z¼0

#2
: (12)

Here, Vh ¼ (v/vx,v/vy) is the horizontal gradient; g is the gravita-
tional acceleration; pa is the air pressure at the wave surface; rw is
the density of water; and the operator ‘$’ denotes the dot product of
two vectors. In this paper, we consider deep water waves, for which
the eigenfunctions Jk are

Jkðx; y; zÞ ¼ expðjkjzþ ik$xÞ: (13)

Here, i ¼
ffiffiffiffiffiffiffi
�1

p
; and k ¼ (kx,ky) is the wavenumber vector, which is

related to the scalar wavenumber k through k ¼ jkj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y

q
.

In HOSM, Eqs. (11) and (12) are advanced in time by a fourth-
order RungeeKutta scheme. The equations are discretized in
space by a Fourier-series-based pseudo-spectral method. The
nonlinear terms are de-aliased with the 3/2 rule. A complete review
of the HOSM (including methodology, validation, and representa-
tive applications) is given in Mei et al. [44].
Table 1
Parameters of wave field for the HOSM simulations. Here, l is the wavelength; k is
the wavenumber; a is the wave amplitude; f is the wave frequency; T is the wave
period; and c is the wave phase speed. For the JONSWAP wave field, the listed values
correspond to the peak wave mode in the spectrum.

Wave l (m) k (m�1) a (m) ak f (s�1) T (s) c (m/s)

Swell 233.3 0.027 3.7 0.1 0.082 12.2 19.1
JONSWAP 60 0.105 1.0 0.1 0.161 6.2 9.7
2.3. Coupling of LES of wind and HOSM simulation of waves

The LES of wind turbulence and HOSM simulation of sea-surface
wave field are coupled using a fractional-step scheme. At each
timestep, first the HOSM simulation advances the wave field to the
next timestep using the surface air pressure pa obtained from LES at
the previous timestep. With the updated sea-surface elevation h as
well as potential functions Fs and F, the sea-surface wave orbital
velocities are obtained as [38]

us;1ðx; y; tÞ ¼ vFs

vx
� vh

vx
vF

vz

����
z¼h

; (14)
us;2ðx; y; tÞ ¼ vFs

vy
� vh

vy
vF

vz

����
z¼h

; (15)

us;3ðx; y; tÞ ¼ vF

vz

����
z¼h

: (16)

Eqs. (14)e(16) are then used in Eq. (7) to calculate the relative wind
velocity with respect to the wave surface motion, which is used in
the surface-layer model in Eq. (4). The LES of wind turbulence then
advances in time to the next timestep. The above time advance-
ment procedure is repeated for every timestep, so that the wind
and wave fields are dynamically coupled in the simulation. Details
and validations of the coupling scheme are given in Yang and Shen
[18].

2.4. Configuration of simulation

For the simulation of offshore wind farms, we consider a tur-
bulent wind turbine array boundary layer over an open sea area.
The computational domain of the LES has a size of
ðLx; Ly;HÞ ¼ ð2:1;1:5;1:0Þ km, where Lx and Ly are respectively the
streamwise and spanwise domain length, and H is the height from
the top boundary to the mean sea-surface level. (Note that due to
the horizontal periodicity and the incompressible assumption for
the air, the horizontal average and the time average of H are
equivalent, which is written as H in this paper.) We consider the sea
surface being characterized by a swell wave train and a background
broadband wind-sea field that obeys the JONSWAP wave spectrum
[45]. The swell wave train propagates in the x-direction, with the
crests and troughs parallel to the y-direction (Fig. 1b). Its wave form
and motion are described by the high-order Stokes wave solution
[46].

Note that swells are long-crest, long-wavelength waves that are
generated by distant storms and propagate into the local winde
wave field. Swells from the same stormwith different wavelengths
(thus with different phase speeds according to the wave dispersion
relation) arrive at the offshore wind farm site at different times,
with an interval of O(10) hours or even more depending on the
distance of the storm [6]. Therefore, for the time duration of O(1)
hours for the simulations considered in this study, it is reasonable
to assume the swell to be a monochromatic wave train.

Here, we consider nine swell waves within the periodic
computational domain, which corresponds to a swell wavelength
of ls ¼ 233.3 m. The swell propagates in the downwind direction,
which has been investigated much more than other propagation
directions in previous studies of windewave interaction [e.g. Refs.
[8e10,30]], and we follow this choice of canonical problem. Also,
within the length scale of offshore wind farms, the dissipation of
swell amplitude is negligible. Thus we consider a constant and
moderate steepness 2pas/ls ¼ 0.1 that has been used in several
previous simulations [4,9,27e29] corresponding to a swell ampli-
tude of as ¼ 3.7 m. The key parameters of the swell and the
JONSWAP wind-sea field are listed in Table 1. For the HOSM, a
number of grid points Nx � Ny ¼ 512 � 384 is used. For the simu-
lation of JONSWAP waves, HOSM was shown to achieve good grid
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resolution independence when more than eight grid points per
peak wavelength are used (see Fig. 8 in Xiao et al. [42]). In the
current wave simulation, the HOSM uses 15 grid points per peak
JONSWAP wavelength and 56 grid points per swell wavelength,
sufficient to resolve the energy-containing wavemodes in the wave
field.

For the LES of offshore wind farms, we consider a 3 � 3 wind
turbine array within the simulation domain, which is a periodic
representation of a large wind farm under fully developed condi-
tion. In this study we consider the aligned turbine array, which has
been used as the baseline case inmany previous LES studies [15,19e
24]. We note that other turbine arrangements (e.g. staggered and
oblique arrays) have also been studied and are found to have
noticeable effect on the wind farm performance [19,23,24].
Nevertheless, the focus of this study is the swell effect, which is
expected to hold for different turbine layout patterns because the
distortion effect of the swell on the wind field is expected to be
similar. Therefore, as the first step of swell effect study, we focus on
aligned turbine array and leave other arrangements for future in-
vestigations. The wind turbines have a hub height of Hhub ¼ 100 m
and a rotor diameter of D ¼ 100 m. This leads to a streamwise wind
turbine spacing parameter sx ¼ (Lx/3)/D ¼ 7.0 and a spanwise
spacing parameter sy ¼ (Ly/3)/D ¼ 5.0.

We note that with respect to the number of wind turbines in the
periodic computational domain, which corresponds to a subset of
an infinitely large wind farm, both larger (e.g. Calaf et al. [15]) and
smaller (e.g. Lu and Porté-Agel [20]) numbers of turbines have been
used in previous LES studies and they all showed satisfactory re-
sults. The current wind turbine array configuration and simulation
domain size have been used in Yang et al. [16]. Comparisonwith the
theoretical solution of wind turbine array boundary layer by Calaf
et al. [15] showed excellent agreement, indicating that the current
LES configuration is able to capture the essential flow physics of a
fully developed wind turbine array boundary layer. Finally, we
remark that if a developing turbine array boundary layer is simu-
lated instead of a fully developed one, more turbine rows need to be
considered in the streamwise direction to properly capture the
downwind development of the flow field [47].

In this study, we consider three different wind conditions. In the
simulation, the wind field is driven by an imposed streamwise
pressure gradient vpN/vx (see Section 2.1), and a statistically steady
state of the wind field is achieved when the imposed pressure
forcing, wind turbine drag, and sea-surface stress reach a balance.
At the initial stage of each simulation, we use a relaxation proce-
dure, during which the value of vpN/vx is tuned so that the mean
wind speeds at the top of the simulation domain (z ¼ 1 km) ob-
tained from the simulation are close to the desired values of
Utop ¼ 7.0, 10.0, and 17.0 m/s (the exact values obtained from the
LES results are given in Table 2), respectively. After the initial
relaxation process, the simulations are then carried on and data are
collected for statistical analysis. Similar relaxation approach has
been used in Yang et al. [16] for LES of offshore wind farms with
various turbine spacings in the absence of swells. Based on the
values of vpN/vx, the corresponding friction velocities above the
Table 2
Parameters of LES of offshore wind farm.

Case Wave condition Utop (m/s) u* (m/s) (Nx,Ny,Nz) Dt (s)

J-7 JONSWAP 7.0 0.45 (192,128,96) 0.14
SJ-7 Swell þ JONSWAP 7.0 0.45 (192,128,96) 0.12
J-10 JONSWAP 10.1 0.64 (192,128,96) 0.14
SJ-10 Swell þ JONSWAP 10.0 0.64 (192,128,96) 0.12
J-17 JONSWAP 17.3 1.21 (192,128,192) 0.07
SJ-17 Swell þ JONSWAP 17.2 1.21 (192,128,192) 0.06
turbine array are given by u* ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�HðvpN=vxÞ=ra

q
, and have the

values of u* ¼ 0.45, 0.64, and 1.21 m/s, respectively.
The bottom of the wind field is bounded by sea-surface waves

and has a prescribed value of 2.0 � 10�4 m for the subgrid-scale
sea-surface roughness z0, consistent with typical observed values
[4,9]. The key parameters for the LES are given in Table 2. Note that
in cases J-17 and SJ-17, due to the strong wind, the wave-induced
motions are relatively weak compared with those in the other
cases. As a result, the wave effect can penetrate less into the wind
field. To ensure sufficient vertical resolution to capture the wave
effect, we double the vertical grid number for these two cases [16].
The grid resolution used in the current LES is comparable to or
higher than previous LES of wind farms [15,19,21,22]. It was shown
to be able to capture the essential flow physics in the offshore wind
turbine array boundary layer [16].

3. Results

3.1. Effect of swell on extracted wind power

For the study of offshore wind farm dynamics, a key quantity to
investigate is the power extraction rate of the wind farm. Based on
the LES results, the power extracted by the wind turbines can be
calculated directly with the turbine-induced force and wind
velocity (assuming a constant relationship between the fluid me-
chanical power extracted from the fluid and the turbine power).
Following Calaf et al. [15], the extracted power density by an
individual wind turbine is [15] calculated as

Pq;r ¼

�
1
2C

0
T
p
4D

2�uT	3d�q;r
sxsyD2 ; (17)

where the subscript ‘(q,r)’ denotes the turbine at the q-th row and r-
th column. The extracted wind power density averaged among the
turbines is then

PT ¼ 1
NrowNcol

XNrow

q¼1

XNcol

r¼1

Pq;r: (18)

Fig. 2 shows the time series of PT for cases J-10 and SJ-10. Similar
to the cases of land-based wind farms, PT for offshore wind farms
over a broadband wave field (see case J-10 in Fig. 2a) shows mul-
tiscale fluctuations with moderate amplitudes due to the wind
turbulence [15,16,19]. Differently, when a swell is present (Fig. 2b),
the strong wave motions induce a fluctuation with much higher
amplitude than that induced by turbulence only. A zoom-in view
for case SJ-10 in Fig. 3 shows that such large temporal fluctuations
oscillate at the swell frequency and depend on the wave phase of
the swell. Particularly, maxima in PT are observed when swell
troughs arrive beneath the wind turbines, while minima of PT are
observed when swell crests arrive.

These results show that swell-induced oscillations can reduce
the power quality of offshore wind farms as well as induce fatigue
loads to the wind turbine structure [31,48]. To further quantify the
characteristics of the swell-induced oscillations, we sample the
time series of PT from 80,000 continuous timesteps and perform a
spectral analysis on these samples. First, all the 80,000 sampling
points are taken for a single Fourier transform. The relative
magnitude of each Fourier mode with respect to the mean value

(i.e. the zero Fourier mode) is
��bPT ðf Þ

��=��bPT ðf ¼ 0Þ��, where bPT ðf Þ is
the corresponding Fourier mode of PT at frequency f and j$j in-
dicates its norm. As shown in Fig. 4, despite the noise especially at
the high frequency tail, a dominant and highly narrow-banded
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Fig. 4. Relative contribution of extracted wind power at each frequency with respect to
the mean value for the swell-present cases of (a) SJ-7, (b) SJ-10 and (c) SJ-17. The values
of PT from 80,000 continuous timesteps are sampled and Fourier transformed. The
plotted values are the norm of the Fourier mode
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�� at each frequency f normalized by

the norm at zero frequency (i.e. the mean value).
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Fig. 2. Time series of the averaged extracted power density of the offshore wind farm
for cases (a) J-10 and (b) SJ-10. Here, u* is the friction velocity for the wind above the
turbine array; t0 is the time when the statistical sampling starts; and Hhub is the tur-
bine hub height.
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peak is observed at the swell frequency fs in cases SJ-7 and SJ-10.

Particularly,
��bPT ðfsÞ

��=��bPT ðf ¼ 0Þ�� ¼ 6:7% in case SJ-7 and 4.0% in
case SJ-10. This peak at the swell frequency is consistent with the
oscillation in the time series of PT shown in Fig. 3. On the other
hand, Fig. 4c for case SJ-17 does not show a swell-induced peak,
suggesting that the swell-induced disturbance to the wind is rela-
tively weak under the high wind condition and the fluctuations in
PT are dominated by the wind turbulence.

Next, we take samples of PT for every 800 continuous timesteps,
and then perform ensemble averaging over 100 such temporal
sampling windows. This results in a smooth frequency spectrum of
PT. Fig. 5 shows all of the six LES cases. Consistently, a dominant
peak at the swell frequency fs is observed in cases SJ-7 and SJ-10,
while no evident swell-induced oscillation is observed in case SJ-
17. Moreover, in cases SJ-7 and SJ-10, small but non-negligible
peaks at harmonics of the swell frequency are observed. The
overall levels of fluctuations at high frequencies f/fs > 1 are also
found to be larger in cases SJ-7 and SJ-10 than those in the corre-
sponding swell-absent cases J-7 and J-10 (Fig. 5b and c), consistent
with the observations of the time series of PT shown in Fig. 2.
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Fig. 3. Zoom-in view of Fig. 2(b) for case SJ-10. Here, the dimensionless time normal-
ized by both the turbulence time scale Hhub/u* and the swell period Ts are shown. The
correspondingwave phase of the swell is also indicated by the dotted line at the bottom.
(For illustration purpose, the amplitude of the swell is not plotted to scale.)
Swells not only cause large oscillations in the instantaneous
wind power output, but also affect the wind farm performance in
an averaged sense. Fig. 6 shows the value of PT (the overbar denotes
time-averaging). For all of the cases considered in this study, the
dimensionless value PT=u3* has the same order of magnitude as
those for land-based wind farms obtained by LES [15]. The values in
the current offshore cases do appear higher than those in the land-
based cases (PT=u3*w5:0 [15]) as expected due to the much smaller
surface roughness at the sea than on the land. The comparisons of
PT between cases SJ-7 and J-7 and between cases SJ-10 and J-10
show that the presence of downwind swells causes an increase in
PT . When the wind becomes stronger, comparison between cases
SJ-17 and J-17 shows that the effect of swell on PT diminishes,
similar to the observations made about the temporal oscillations
(Figs. 4c and 5c).

Previous studies on windewave interaction showed that the
effect of surface wave motions on the turbulence statistics can be
characterized by wave age, which is defined as the ratio of wave
phase speed to a characteristic wind velocity (e.g. the wind friction
velocity u*) [2,4]. Similarly, thewave age of a swell can be defined as
cs/u*, where cs is the phase speed of the swell. Fig. 7 shows that, as
the swell wave age cs/u* increases, the swell-induced relative
increment of PT also increases, from 1.7% at cs/u* ¼ 15.8 to 13.6% at
cs/u* ¼ 29.8, and to 18.8% at cs/u* ¼ 42.4.
3.2. Effect of swell on flow statistics of the wind turbine array
boundary layer

To help understand the mechanisms of swell effect on wind
turbine performance, we study the statistics of the turbulent flow
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Fig. 5. Relative contribution of extracted wind power at each frequency with respect to the mean value for various cases: (a) J-7 (dashed line) and SJ-7 (solid line); (b) J-10 (dashed
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��bPT
�� at each frequency f normalized by the

norm at zero frequency (i.e. the mean value).
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field in the offshore wind turbine array boundary layer. First, we
calculate the swell phase-averaged value of the streamwise velocity
u by performing ensemble averaging of instantaneous three-
dimensional LES data of the same phase with respect to the
swell. The swell phase-averaged quantity of a variable f is denoted
as hf ip. The corresponding phase-dependent fluctuation is
f 0p ¼ fp � hf ip, where fp is the instantaneous value of f at the given
swell phase. Note that for the simulation cases without swell, the
phase average reduces to the usual time average, which is denoted
by overbar f as defined earlier, and the phase-dependent fluctua-
tion f 0p also reduces to the temporal fluctuation f 0 ¼ f � f .

Fig. 8 shows the swell phase-averaged streamwise velocity
huip on the (x,z)-plane along the center of the wind turbine. For
cases SJ-7 and SJ-10, the contours of huip show apparent
dependence on the swell phase. Particularly, huip has relatively
large value above the trough of the swell but small value above
the crest, consistent with previous LES of wind over swells [9].
For case SJ-17, which has stronger wind, the swell-induced
variation on huip is weak. As a comparison, case J-10 that is
without swell is also plotted. The result shows more uniform
distribution of huip close to the almost flat mean sea surface,
u* (m/s)
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Fig. 6. Time-averaged extracted power density of the offshore wind farm as a function
of u*. Cases without the presence of swells are indicated by -; cases with swells are
indicated by :.
because the effects of the small waves in the broadband wave
field are averaged out.

Furthermore, we take the profiles of huip along the vertical
centerline 0.2D in front of the wind turbine disk and plot them in
Fig. 9. For case SJ-7 (Fig. 9a), huip is high at the swell-trough phase
and low at the swell-crest phase; the profile of the swell-absent
case J-7 falls between the two profiles of case SJ-7. Such swell-
induced variation is found to extend vertically to the wind tur-
bine rotor height. Consequently, the disk-averaged velocity huTid
also experiences similar swell-induced variation, causing PT to vary
with the swell phase (because PTfhuT i3d as indicated by Eqs. (17)
and (18)). Similar but relatively weak swell effect on the vertical
profiles of huip is also observed in case SJ-10 (Fig. 9b). The swell
effect further reduces when the wind speed increases to
Utop ¼ 17 m/s, as indicated by the much smaller difference between
cases SJ-17 and J-17 (Fig. 9c).

Moreover, Fig. 9a and b also show that above the swell trough,
there exists a swell-induced acceleration in the mean streamwise
velocity profile between the turbine disk and the wave surface.
Observations of wave-driven wind have been reported recently in
various studies of windewave interacting flows [8e10], where the
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Fig. 8. Swell phase-averaged streamwise velocity huip on the (x,z)-plane across the center of the wind turbine. Results for the three swell-present cases are shown: (a) SJ-7; (b) SJ-
10; and (c) SJ-17. At the selected phase, the trough of the swell arrives at the wind turbine location. The swell-absent case J-10 is shown in (d) for comparison. The location of the
turbine disk is indicated by the thick vertical line.
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waves propagate faster than the wind and induce strong wave
forcing to the lower portion of the wind field. Regarding wind en-
ergy harvesting, fast-propagating waves can feed energy back to
the wind field to increase the extracted wind power (Fig. 7).
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Fig. 9. Profiles of swell phase-averaged streamwise velocity along the vertical centerline 0.2
cases SJ-17 and J-17. In each swell case, the profiles at two phases are plotted: e e e, the sw
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Figs. 10e12 show the swell phase-averaged velocity variances
hu0pu0pip; hw0
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0
pip, and Reynolds stress h�u0pw0

pip, respectively.
Typical wind turbine wake structures are observed, i.e. large
hu0pu0pip at the upper and lower edges of the turbine wake, large
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D in front of the wind turbine: (a) cases SJ-7 and J-7; (b) cases SJ-10 and J-10; and (c)
ell trough arrives at the wind turbine location; eee, the swell crest arrives at the wind
and upper edges of the wind turbine disk are indicated by the two dotted lines.



Fig. 10. Swell phase-averaged streamwise velocity variance hu0pu0pip on the (x,z)-plane across the center of the wind turbine. Results for the three swell-present cases are shown: (a)
SJ-7; (b) SJ-10; and (c) SJ-17. At the selected phase, the trough of the swell arrives at the wind turbine location. The swell-absent case J-10 is shown in (d) for comparison. The
location of the turbine disk is indicated by the thick vertical line.
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hw0
pw

0
pip within the turbine wake, as well as positive and negative

h�u0pw0
pip at the upper and lower edges of the wake, respectively.

These general features are consistent with the laboratory mea-
surements of wind turbine wake flow [49,50].

Consistent with the streamwise velocity (Fig. 8), Figs. 10e12 also
show apparent swell effect on the velocity variances and Reynolds
stress, especially for cases SJ-7 and SJ-10. The swell motions induce
strong distortion to the lower portion of the wind field, enhancing
both the streamwise and vertical turbulent fluctuations above the
swell crests (Fig. 10a and b, as well as Fig. 11a and b). Meanwhile,
because of the swell-enhanced wind velocity in the near surface re-
gion, the swell-present case SJ-10 shows larger values than the swell-
absent case J-10 for both the streamwise velocity variance (Fig. 10b
versus Fig. 10d) and the Reynolds stress (Fig. 12b versus Fig. 12d).

We remark that in a large wind farm, except for the wind tur-
bines in the first front rows, most of the wind turbines are located
Fig. 11. Swell phase-averaged vertical velocity variance hw0
pw

0
pip on the (x,z)-plane across the

7; (b) SJ-10; and (c) SJ-17. At the selected phase, the trough of the swell arrives at the wind t
of the turbine disk is indicated by the thick vertical line.
in the wakes of other turbines. Therefore, a key factor that de-
termines the overall performance of a wind farm is the recovery
rate of the wind velocity in the turbine wake. Calaf et al. [15]
showed that a large land-based wind farm gains energy to
recover to the nominal wind speed mainly by the vertical flux of
kinetic energy from the atmosphere above. Yang et al. [16] showed
that similar mechanism also dominates in offshore wind farms if
the sea surface has a broadbandwave field of moderate amplitudes.
The swell-enhanced turbulent mixing in the wind turbine wake
(Figs. 10e12) is expected to make further contribution to the re-
covery of wind energy in the wake region.

Here, we perform analysis of horizontally averagedmean kinetic
energy budget in a way similar to Calaf et al. [15] to understand the
swell-induced enhancement of wind farm performance in cases SJ-
7 and SJ-10 shown in Section 3.1. The net kinetic energy flux into
the wind rotor layers of the flow can be evaluated as
center of the wind turbine. Results for the three swell-present cases are shown: (a) SJ-
urbine location. The swell-absent case J-10 is shown in (d) for comparison. The location



Fig. 12. Swell phase-averaged Reynolds stress h�u0pw0
pip on the (x,z)-plane across the center of the wind turbine. Results for the three swell-present cases are shown: (a) SJ-7; (b) SJ-

10; and (c) SJ-17. At the selected phase, the trough of the swell arrives at the wind turbine location. The swell-absent case J-10 is shown in (d) for comparison. The location of the
turbine disk is indicated by the thick vertical line.
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DFe ¼ ð � hu0 w0ihui �hu00w00ihuiÞ j
z=H¼0:15

z=H¼0:05: (19)
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
FR

e

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Fd

e

Here, the brackets h$i denote horizontal averaging (as opposed to
phase averaging introduced earlier); and u00i ¼ ui � huii denotes the
fluctuating velocity due to both temporal and spatial variations. In
Eq. (19), the first term on the right-hand side, FR

e , represents the
contribution from the Reynolds shear stress �hu0 w0i. The second
term, Fd

e , represents the contribution from the dispersive shear
stress�hu00w00i, which indicates the correlation between the spatial
inhomogeneities of u and w [51].

Fig. 13 shows the vertical profiles of the mean streamwise ve-
locity hui. Both swell-present cases SJ-7 and SJ-10 show larger
wind velocity than the corresponding swell-absent cases J-7 and J-
10. Fig. 14 shows the vertical profiles of the stress components.
Similar to the results of land-based wind farms [15], the Reynolds
stress also dominates in the offshore wind farm considered in this
study, with small but non-negligible contribution from the
dispersive stress. When added together, the total stress profile is
obtained. As z=H decreases from 1 to 0, the total stress increases
Fig. 13. Vertical profiles of mean streamwise velocity hui for various cases
linearly up to the top of the wind turbine region, and then de-
creases rapidly over the turbine rotor region ð0:05 � z=H � 0:15Þ
due to the horizontally averaged momentum extraction by the
wind turbines. We note that in Fig. 14 the dispersive stress has a
noticeable value at high elevation above the wind turbines, i.e. at
0:2 � z=H � 0:6. Different from other types of canopy flows, such
as flows over plant forest [52] and urban buildings [53], wind
turbines are deployed relatively far from each other, allowing the
turbine wakes to interact with the atmospheric boundary layer
more and induce considerable spatial variations that extend to
high elevation, resulting in non-negligible dispersive stress.
Similar results have been reported in previous studies of wind
turbine array boundary layer [15,16,22]. Those studies also showed
that the magnitude of the high-elevation dispersive stress may
vary (roughly between 0.1 and 0.2 when normalized by u2* )
depending on the number of snapshots for statistical analysis and
the details of different LES models, but the dispersive stress near
and within the turbine rotor region is found to be much less
sensitive and is usually well captured [16,22].

An interesting and important phenomenon in cases SJ-7 and SJ-
10 is that the Reynolds stress is negative at the lower edge of the
: (a) J-7 (ee) and SJ-7 (e e e); and (b) J-10 (ee) and SJ-10 (e e e).



Fig. 14. Comparison of the stress profiles: e e e, Reynolds stress �hu0 w0i; e$e, dispersive stress �hu00w00i; and eee, total stress. Results from various cases are shown: (a) J-7; (b)
SJ-7; (c) J-10; and (d) SJ-10.
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turbine rotor region ðz=H ¼ 0:05Þ, i.e.�hu0 w0i=u2* ¼ �0:07 for SJ-7
(Fig. 14b) and �0.01 for SJ-10 (Fig. 14d). Note that previous studies
showed that the velocity profile has a negative slope on the lower
edge of thewake behind thewind turbine, thus results in a negative
sign for �u0w0 there [14,54,55]. Outside the turbine wake,
however, �u0w0 is dominated by positive values similar to usual
turbulence boundary layer. When calculating �hu0 w0i, averaging
over the entire horizontal plane is performed. Therefore, for cases J-
7 and J-10, the overall result is that �hu0 w0i > 0 at z=H ¼ 0:05 (see
e.g. Fig. 14a and c, and Ref. [15]).

Different from cases J-7 and J-10, for cases SJ-7 and SJ-10 the
swell-induced wind acceleration increases the negative slope of the
mean velocity profile at the lower edge of the turbine wake,
particularly above the swell trough (Fig. 9a and b). Consequently,
the contributions from the negative �u0w0 are large enough to
result in�hu0 w0i < 0 at z=H ¼ 0:05 after horizontal averaging. This
negative Reynolds stress results inFR

e < 0 at z=H ¼ 0:05, leading to
an upward flux of kinetic energy into the turbine rotor wake from
Table 3
Reynolds stress induced kinetic energy flux for moderate wind cases. The values in
the table have been normalized by u3* .

Case FR
e

���
z=H¼0:15

FR
e

���
z=H¼0:15

DFR
e

J-7 7.34 0.02 7.32
SJ-7 7.80 �0.68 8.48
J-10 8.19 0.29 7.90
SJ-10 8.82 �0.07 8.89
the near-wave region (see Eq. (19)). The values for cases SJ-7 and SJ-
10 are listed in Table 3. Moreover, due to the larger wind speed in
the swell-present cases than in the corresponding swell-absent
cases, the energy flux at z=H ¼ 0:15 is larger in cases SJ-7 and SJ-
10 than in cases J-7 and J-10, respectively, as shown in Table 3.
The combined effects of negative FR

e at z=H ¼ 0:05 and enhanced
FR
e at z=H ¼ 0:15 lead to a larger net energy flux DFR

e when the
swell is present. The relative increment of DFR

e is 15.8% between
cases SJ-7 and J-7, and is 12.4% between cases SJ-10 and J-10. These
values are comparable to the corresponding relative increment of
extracted wind power shown in Fig. 7.

4. Conclusions

Generated by distant storms, ocean swells can travel over
large distances with limited decay in their amplitudes, enter the
offshore wind farm sites, and induce considerable impact on the
local wind field [3,5e7]. In this study, the effect of a moderate
downwind swell with (as, ls) ¼ (3.7 m, 233.3 m) on the perfor-
mance of offshore wind farm has been studied numerically under
both moderate (Utop ¼ 7.0 and 10.0 m/s) and relatively high
(Utop ¼ 17.0 m/s) wind conditions.

In order to directly capture the interaction between the offshore
wind turbine array boundary layer and the swell-present wave
field, a recently developed hybrid numerical tool is adopted [16]. A
suite of simulations have been performed, with a swell-present
case and a reference swell-absent case for each wind condition.
Although not obvious under the relatively high wind condition,
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under moderatewind condition considerable effects of the swell on
thewind energy harvesting have been found. Particularly, when the
swell is present, a temporal oscillation of extracted wind power
appears at the swell frequency, with a relative magnitude of 4.0% of
the mean power output for Utop ¼ 10.0 m/s and 6.7% for
Utop ¼ 7.0 m/s. Statistical analysis using the phase-averaging
approach based on the swell phase indicates that such oscilla-
tions are caused by the swell-induced periodic variations in the
lower atmospheric boundary layer, with high wind speed above the
swell trough and low wind speed above the swell crest.

In addition, the mean value of the extracted wind power is
also found to be affected noticeably by the swell for the moderate
wind conditions. A swell-induced increment of 13.6% relative to
the mean value of the reference swell-absent case is found for
Utop ¼ 10.0 m/s, and 18.9% for Utop ¼ 7.0 m/s. Temporal- and
horizontal-averaged profiles of wind speed and vertical kinetic
energy flux suggest that it is the swell-induced flow acceleration
in the wind field that is responsible for the increase of mean
wind speed as well as the generation of an upward kinetic energy
flux into the wind turbine layer, resulting in the wind power
increment.

Finally, we remark that this study is a first attempt on the
investigation of the swell effect onwind farms. We have focused on
the canonical problem of the effect of a downwind swell on an
aligned and stably moored wind turbine array. To obtain a more
complete picture of the complex flow physics for offshore wind
farms under various conditions, follow-up studies on other factors
need to be performed. Examples include variations in swell
wavelength and amplitude, relatively large oscillating motions
when less stable turbine platforms are used, more complex wind
farm layout (e.g. oblique and staggered turbine arrangement), and
misalignment between wind and swell propagation directions.
These effects are beyond the scope of this paper, but should be the
subjects of future studies.
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