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ABSTRACT

A hybrid numerical model is developed for the simulation of offshore wind farms. In the model,
the wind turbulence is simulated using the large-eddy simulation technique; the ocean wave
field is simulated using a potential-flow based method; and the wind and wave simulations are
coupled through a two-way feedback scheme. The effect of wind turbines on the wind field is
represented by an actuator disk model. Using this numerical model, the effect of ocean waves
on the wind farm dynamics is studied by considering a variety of fully-developed and fetch-
limited wind-sea conditions. The simulation results indicate that the offshore wind farm obtains
a higher wind power extraction rate under the fully-developed wind-sea condition compared
with the fetch-limited condition.

INTRODUCTION

Having larger available space, higher wind energy, and relatively less visual impact and noise,
offshore wind power has become a new frontier of wind energy study. Unlike their land-based
counterparts, offshore wind farms are operated in a complex environment in which the sea sur-
face is covered by progressive surface waves of various sizes that interact with the wind over a
wide range of scales. Thus, better understanding of the offshore wind farm dynamics and accu-
rate predictions of offshore wind farm performance require consideration of turbine–wind–wave
coupling dynamics.

In recent years, advancements in large-eddy simulation (LES) of atmospheric flows com-
bined with wind turbine models have made LES a useful tool for wind energy research (e.g.,
Jimenez et al. [1, 2]; Troldborg et al. [3]; and Wu and Porté-Agel [4]). By performing LES of a
wind turbine array with periodic lateral boundary conditions, Calaf et al. [5] were able to capture
the complex interaction of wind turbine wakes as well as the large-scale interaction between the
wind farms and the atmospheric boundary layer. Particularly, their statistical analyses of the
LES results revealed that for a fully developed wind turbine array boundary layer, the wind at
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the turbine rotor height obtains kinetic energy mainly through the vertical flux of energy from
the atmosphere above, rather than from horizontal energy flux.

While wind power on land is being actively explored, there is a lack of LES tools for the
simulation of offshore wind farms. In this study, a hybrid numerical capability is developed for
the simulation of large-scale offshore wind farms. The numerical framework consists of: (i) a
LES of wind turbulence on a curvilinear coordinate that follows the wave surface motion [6]; (ii)
a spectral simulation of nonlinear sea-surface waves with high resolution, which is dynamically
coupled with the wind LES [7]; and (iii) an actuator-disk model for the wind turbines. For the
first time, these modeling tools are coupled in the simulation to capture the complex flow physics
of the offshore wind farms.

Following Calaf et al. [5], in our simulation, a very large wind farm is modeled with an
“infinite” turbine array (by means of periodic boundary conditions in the horizontal directions).
The turbine array boundary layer is considered to be fully developed. The sea surface is covered
by wind-generated wave field, with both fetch-limited condition and fully-developed condition
being considered. For the wind farm configuration, various streamwise spacing (i.e. sx = 10.5,
7, and 5.25, with sx being the ratio of streamwise turbine spacing to the turbine diameter) are
investigated. Based on the simulation data, the characteristics of offshore wind turbine array
boundary layer are studied.

This paper is organized as follows. First, the numerical method used in our hybrid model is
introduced, followed by the validation of the model. Next, the problem setup and the parameters
for the simulation cases are discussed. The results of these cases are then analyzed to study the
effect of ocean waves on wind farm dynamics. Finally, conclusions are given.

NUMERICAL METHOD

For the wind field, we consider a neutrally stratified atmospheric boundary layer flow in a
horizontally periodic domain. The coordinate system is denoted as xi(i = 1,2,3) = (x,y,z),
where x and y are the horizontal coordinates and z is the vertical coordinate, with z = 0 be-
ing the mean sea surface. The velocity components in x-, y-, and z-directions are denoted as
ui(i = 1,2,3) = (u,v,w), respectively.

In LES, the motion of wind turbulence is described by the filtered Navier–Stokes equations
for incompressible flows,
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Here, (.̃..) indicates filtering at the grid scale ∆; ρa is the density of air; τi j = ũiu j − ũiũ j is
the subgrid-scale (SGS) stress tensor, and τd

i j is its trace-free part; and p̃∗ = p̃+ τkk/3− p∞
is the filtered modified pressure. In this study, we consider the condition of mean wind being
perpendicular to the wind turbine rotor plane, i.e. along the +x-direction. The imposed pressure
gradient ∂ p∞/∂x models the effect of geostrophic wind forcing [5]. The friction velocity for the
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wind above the turbine array is thus u∗ =
√

−H(∂ p∞/∂x)/ρa, where H is the height of the top
boundary of the simulation domain with respect to the mean sea surface.

In this study, we consider the sea surface being covered by pure wind-generated waves.
Under such conditions, the floating offshore wind turbine platforms from many of the practical
designs, e.g., the MIT/NREL TLP [8] and the WindFloat [9], result in only small motions in
response to the wind and waves. Therefore, in this study, we neglect the motions of the platform
and assume the wind turbines to be fixed in space. The turbine-induced force in Eq. (1), fT ,
is calculated by the actuator-disk model originally applied in LES by Jimenez et al. [1, 2]. In
the present study, we use the modified version proposed by Meyers and Meneveau [10]. In this
model, the turbine induced force per unit mass in the streamwise direction is given by

fT (xi,y j,zk) =−1
2

CT

(1−a)2 ⟨u
T ⟩2

d
γ j,k

∆x
. (3)

Here, (xi,y j,zk) denotes the position of a given grid point with index (i, j,k); CT = 3/4 is the
thrust coefficient and a = 1/4 is the induction factor [1, 5]; ⟨uT ⟩d is the local reference wind
velocity evaluated by spatial averaging over all grid points within the turbine disk; γ j,k is the
fraction of area overlap between the grid cell ( j,k) and the turbine rotor circle; and ∆x is the
streamwise grid size.

In Eq. (1), the SGS stress tensor is modeled using the Lagrangian-averaged scale-dependent
dynamic Smagorinsky model, as described in Bou-Zeid et al. [11]. On the other hand, the
molecular viscous term is neglected because the Reynolds number for the flows considered in
this study is very high. This also prevents the resolving of the turbulence boundary layer near
the wave surface. Consequently, in the simulation, a surface-layer model is employed to impose
proper sea-surface stress to the wind turbulence, which is expressed as [11]

τSGS
i3 (x,y, t) = −

[
κ

ln(d2/z0)

]2 ̂̃U r(x,y, t)̂̃ur,i(x,y, t) , i = 1,2 . (4)

Here, κ = 0.4 is the von Kármán constant; ( ̂̃...) indicates filtering at the test-filter scale 2∆; z0

is the sea-surface roughness associated with the SGS waves; ̂̃ur,i are the filtered horizontal wind
velocities relative to the water surface at the first off-surface grid-point (i.e., in the LES code, at
height d2 above the sea surface),

̂̃ur,i(x,y, t) = ̂̃ui(x,y,d2, t)− ̂̃us,i(x,y, t) , i = 1,2 . (5)

Here, the values of ̂̃us,i are obtained by the test-filtering of the sea surface velocities us,i; and

̂̃U r(x,y, t) =

√[̂̃ur(x,y, t)
]2

+
[̂̃vr(x,y, t)

]2
(6)

is the magnitude of horizontal wind velocity relative to the wave surface.
In the simulations, the streamwise and spanwise boundaries are treated as periodic, so that

the finite number of wind turbines in the simulation domain represent a subset of an infinitely
large wind farm [5]. The top of the simulation domain is considered to be rigid and slip-free.
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The bottom is bounded by the wave surface, with von Neumann condition for the velocity field
given by Eq. (4). A time-dependent boundary-fitted grid is used to follow the curvature of the
wave surface. The irregular wave surface-bounded domain in the physical space is transformed
to a right rectangular prism in the computational space using an algebraic mapping [6].

For spatial discretization, we use a Fourier-series-based pseudo-spectral method on a collo-
cated grid in the horizontal directions, and a second-order finite-difference method on a stag-
gered grid in the vertical direction. The governing equations are integrated in time with a
fractional-step method. First, the momentum equations without the pressure terms are advanced
in time with a second-order Adams–Bashforth scheme. Then, a Poisson equation is solved for
the pressure to provide correction for the velocity field so that the incompressibility constraint
is satisfied. The effect of resolved-scale sea-surface waves on the wind field, i.e. the form drag,
is captured by this wave-correlated pressure field. The details and validations of the numerical
scheme are provided in Yang and Shen [6].

The motion of the sea-surface waves is simulated using a high-order spectral method (HOSM)
[12]. The HOSM simulates nonlinear waves using the Zakharov formulation [13], in which
the wave motion is described by the surface elevation η and the surface potential Φs. Here,
Φs = Φ(x,y,z = η(x,y, t), t) with Φ being the velocity potential. With a perturbation series of Φ
with respect to the wave steepness to the order of M and Taylor series expansion about the mean
water level z = 0,

Φs(x,y, t) =
M

∑
m=1
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∑
ℓ=0
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ℓ!
∂ ℓ

∂ zℓ
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∣∣∣∣
z=0

, (7)

and an eigenfunction expansion of each Φ(m) with N modes,

Φ(m)(x,y,z, t) =
N

∑
k=1

Φ(m)
k (t)Ψk(x,y,z) , (8)

the kinematic and dynamic free surface boundary conditions are written as [12]

∂η
∂ t

=−∇hη ·∇hΦs +
(
1+ |∇hη |2

)[ M

∑
m=1

M−m

∑
ℓ=0

ηℓ

ℓ!

N

∑
k=1

Φ(m)
k

∂ ℓ+1Ψk

∂ zℓ+1

∣∣∣∣
z=0

]
, (9)

∂Φs

∂ t
=−gη − |∇hΦs|2

2
− pa(x,y, t)

ρw
+

1+ |∇hη |2

2

[
M

∑
m=1

M−m

∑
ℓ=0

ηℓ

ℓ!

N

∑
k=1

Φ(m)
k

∂ ℓ+1Ψk

∂ zℓ+1

∣∣∣∣
z=0

]2

. (10)

In this paper, we consider deep water waves, for which the eigenfunctions Ψk are

Ψk(x,y,z) = exp(|k|z+ ik ·x) . (11)

Here i=
√
−1; and k=(kx,ky) is the wavenumber vector, which is related to the scalar wavenum-

ber k through k = |k|=
√

k2
x + k2

y . In HOSM, Eqs. (9) and (10) are advanced in time by a fourth-
order Runge–Kutta scheme. The equations are discretized in space by a Fourier-series-based
pseudo-spectral method. The quadratic terms are de-aliased with the 3/2 rule. The HOSM
simulation of sea-surface wave field is coupled with the LES of wind turbulence through a

493



ICOWES2013 Conference 17-19 June 2013, Lyngby

u/Uhub

z/
D

0 0.5 1 1.5
0

0.5

1

1.5

2

x/D=5
(b)

_
u/Uhub

z/
D

0 0.5 1 1.5
0

0.5

1

1.5

2

x/D=10
(c)

_
u/Uhub

z/
D

0 0.5 1 1.5
0

0.5

1

1.5

2

x/D=20
(d)

_
u/Uhub

z/
D

0 0.5 1 1.5
0

0.5

1

1.5

2

x/D=2
(a)

_

Figure 1: Vertical profiles of time-averaged velocity ū at the central cross-section of the wake
behind a single turbine at four downstream locations: (a) x/D = 2; (b) x/D = 5; (c) x/D = 10;
and (d) x/D = 20. Here, D is the diameter of the turbine rotor, and Uhub is the mean inflow wind
velocity measured at 1D upstream of wind turbine hub. The wind tunnel measurement data of
Chamorro and Porté-Agel [16] is denoted by ◦, and the current LES result is denoted by −−−.

fractional-step scheme. Details and validations of the coupling scheme are given in Yang and
Shen [7].

VALIDATION

The current turbulence flow solver has been tested extensively for various wind–wave problems
[14, 15, 6, 7]. Therefore, the validation of wind–wave interaction simulation is not taken up in
this paper. Here, we focus on the validation of wind turbine modeling by comparing the current
LES result with existing experimental data in the literature.

We perform a LES of air flow past a single wind turbine, with the parameters matching
those in the laboratory measurement of Chamorro and Porté-Agel [16]. The wind turbine has a
diameter of D= 0.15m and a hub height of Hhub = 0.125m. The mean inflow velocity (measured
at 1D upstream of wind turbine hub) is Uhub = 2.2m/s. The wind friction velocity is u∗ =
0.102m/s. The bottom boundary is flat and has a surface roughness of 0.03mm. The simulation
domain has a size of (Lx,Ly,H) = (4.32,0.72,0.46)m. The domain is sufficiently long in the
streamwise direction (Lx/D = 28.8), so that the effect of periodic boundary condition on the
statistics of the inflow wind towards the turbine rotor is negligibly small. The grid resolution is
Nx ×Ny ×Nz = 256×48×64, with evenly distributed grid points in all of the three directions.

Figure 1 shows the vertical profiles of time-averaged streamwise velocity ū at the central
cross-section of the turbine wake. LES results at x/D = 2, 5, 10, and 20 are shown. The wind-
tunnel measurement data from Chamorro and Porté-Agel [16] are plotted for comparison. Using
an actuator-disk model of the wind turbine, the current LES captures the velocity deficit in the
wake behind the turbine rotor (0.33 < z/D < 1.33, with the center of turbine rotor at z/D =
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Table 1: Parameters of wave spectra for the HOSM simulations. Here, U10 is the mean wind
velocity at the height of 10m above the mean water level; and F is the distance over which
the wind has been blowing the water surface. At the peak of the wave spectra (denoted by the
subscript ‘p’), kp is the wavenumber; and cp is the wave phase speed.

wave spectrum U10 (m/s) F (km) kp (m−1) cp (m/s)
JONSWAP 12.5 80.0 0.1 9.7

P–M 12.5 ∞ 0.04 15.3

Hhub/D = 0.83). The magnitude of velocity deficit obtained by the current LES agrees with the
measurement data. In the near-turbine region (figure 1a), the LES result shows a relatively flat
velocity profile within the turbine rotor region. This flattening is caused by the use of the disk-
averaged reference velocity in the actuator-disk model when calculating the turbine-induced
force (Eq. 3). Similar LES results have also been reported by Wu and Porté-Agel [4]. At the
further downstream locations (Fig. 1b), the mean wind velocity profiles obtained by the LES
agrees very well with the wind-tunnel measurement data. Due to the turbulent mixing, the mean
velocity at hub height recovers and increases to 0.70Uhub at x/D = 5, compared with 0.56Uhub
at x/D = 2.

PROBLEM SETUP

For the simulation of offshore wind farms, we consider a turbulent wind turbine array boundary
layer over an open sea area. For the sea-surface wave field, we consider both fetch-limited and
fully-developed sea conditions. For a wind-sea with limited fetch (defined as the distance of
waves being blown by wind, and denoted by F), we use the wave spectrum obtained during
the Joint North Sea Wave Observation Project (JONSWAP) [17]. For a fully developed sea,
its surface wave field satisfies the Pierson–Moskowitz (P–M) spectrum [18]. In this study, we
consider an environmental wind field (before encountering the wind farm) with a mean wind
velocity of U10 = 12.5m/s at the height of 10m above the mean water level. The key parameters
of the corresponding wave fields for the given wind condition are listed in Table 1.

For the LES of offshore wind farms, we consider an Nrow ×3 wind turbine array within the
simulation domain, which is a periodic representation of a large wind farm under fully developed
condition. Here, Nrow is the number of turbine rows (in the streamwise direction) in the simula-
tion domain, and three values of Nrow = 2, 3, and 4 are considered in this study. For these three
values of Nrow, the cases for JONSWAP wave condition are named as J2, J3, and J4, respectively;
the cases for P–M wave condition are named as PM2, PM3, and PM4, respectively. The wind
turbines have a hub height of Hhub = 100m and a rotor diameter of D = 100m. The computa-
tional domain of the LES has a size of (Lx,Ly,H) = (2.1,1.5,1.0)km, so that the streamwise
wind turbine spacing parameter is sx = (Lx/Nrow)/D = 10.5, 7.0, and 5.25 for Nrow = 2, 3, and
4, respectively; and the spanwise spacing parameter has a fixed value of sy = (Ly/3)/D = 5.0.
The bottom of the wind field is bounded by sea-surface waves and has a prescribed value of
2.0× 10−4 m for the subgrid-scale sea-surface roughness z0, consistent with typical observed
values [19, 20].
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Figure 2: Illustration of three-dimensional flow field in the fully developed wind turbine array
boundary layer over water waves for case PM3. Contours of instantaneous streamwise velocity
u (normalized by u∗) are plotted on the three representative (x,y)-, (x,z)-, and (y,z)-planes. For
the visualization of sea-surface waves, only half of the (x,y)-plane is shown.

For the LES, we use a grid resolution of Nx × Ny × Nz = 192 × 128 × 192, with evenly
spaced grid in all of the three directions. For the HOSM, a higher horizontal grid resolution
of Nx ×Ny = 512× 384 is used to resolve the energy-containing wave modes in the spectra.
During the early stage of each simulation, the imposed pressure gradient Π in Eq. (1) is fine-
tuned to approach a steady-state constant value so that the mean velocity at the top boundary
Utop remains the same constant value among different cases. As a result, the wind turbine array
boundary layer satisfies the desired geostrophic wind condition [5]. An example of the results
of case PM3 is shown in Fig. 2.

We note that after the dynamically coupled wind and waves encounter the offshore wind
farm, the wind speed near the sea surface is reduced and the waves near the spectrum peak
propagate a bit faster than the wind. Therefore, within the wind farm region, the sea-surface
wave field is effectively in a “fully developed” condition for both JONSWAP and P–M cases
[18]. Under such condition, the wave field is able to maintain its basic spectral form without
significant growth or decay. Thus the horizontally periodic boundary condition for both the
wind farm and the wave field serves as a reasonable assumption in the current LES.

RESULTS

For wind blowing over waves, the total streamwise stress acting on the wind at the sea surface
consists of two components, i.e.

τtotal =−ρ
A

∫∫
A

τSGS
xz dxdy︸ ︷︷ ︸

τs

+
1
A

∫∫
A

p̃s
∂ η̃
∂x

dxdy︸ ︷︷ ︸
τp

. (12)
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Figure 3: Budget of sea-surface stress as a function of streamwise turbine spacing sx: △, surface
shear stress τs; ◦, wave form drag τp; and �, total surface stress τtotal. Results for JONSWAP
wave condition are denoted by red color; results for P–M wave condition are denoted by green
color.

Here, τs is the surface shear stress, with τSGS
xz given by Eq. (4); τp is the wave form drag, with p̃s

being the air pressure acting on the wave surface; and A is the total horizontal sea-surface area
in the simulation domain.

Figure 3 shows the sea-surface stress budget for the various LES cases (represented as a
function of sx). Compared with the corresponding P–M wave cases, the JONSWAP wave cases
have slightly smaller shear stress but larger wave form drag and total surface stress. Note that
the dominant waves in the P–M cases are longer than those in the JONSWAP cases. Based on
the dispersion relation of water waves, the dominant waves in the P–M cases are faster. Faster
waves have smaller relative velocity with respective to the wind above. As a result, P–M cases
have less wave form drag than JONSWAP cases. The current LES result is consistent with the
results of previous studies on wind–wave interaction, which showed that faster waves induce
smaller resistance to the wind [21]. Moreover, for a given wave condition, the turbine number
per unit surface area increases as the streamwise turbine spacing sx decreases. This results in an
increase of turbine-induced stress and consequently a decrease of total surface stress τtotal (when
normalized by the external wind friction velocity u∗ above the turbine layer).

For the study of offshore wind farm dynamics, a key quantity to investigate is the power
extraction rate of the wind farm. Based on the LES results, the power extracted by the wind tur-
bines can be calculated directly based on the turbine induced force and wind velocity. Following
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Figure 4: Extracted wind power density for wind turbines at different columns (denoted by ‘c’)
and rows (denoted by ‘r’) for case J3. In (a), the three wind turbines in the first row are shown:
red solid line, (c1,r1); green dashed line, (c2,r1); and blue dotted line, (c3,r1). In (b), the three
wind turbines in the first column are shown: red solid line, (c1,r1); green dashed line, (c1,r2);
and blue dotted line, (c1,r3). Here, Utop is the mean wind velocity at the top of the simulation
domain; and t0 is the time when statistical sampling starts.
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Figure 5: Averaged extracted power density of the wind farm for two different wave conditions:
red solid line, J3; and green dashed line, PM3. Here, Utop is the mean wind velocity at the top
of the simulation domain; and t0 is the time that statistical sampling starts.
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Figure 6: Time-averaged extracted power density of the wind farm and vertical flux of kinetic
energy into the wind farm: △, PT ; and �, ∆Φe. Results for JONSWAP wave condition are
denoted by red color; results for P–M wave condition are denoted by green color.

Calaf et al. [5], the extracted power density by an individual wind turbine is defined as [5]

Pi j =

(1
2CT

π
4 D2⟨uT ⟩3

d

)
i j

sxsyD2 , (13)

where the subscript ‘i j’ denotes the turbine at the i-th row and j-th column. The averaged
extracted wind power density over the entire wind farm is then calculated as

PT =
1

NrowNcol

Nrow

∑
i=1

Ncol

∑
j=1

Pi j . (14)

As illustrated in Fig. 2, there exists large spatial variation for the instantaneous wind field
around different wind turbines, caused by the complex interactions among the turbines within the
turbine array as well as their interactions with the atmospheric boundary layer. Consequently,
the extracted power densities Pi j by different turbines exhibit appreciable variation, as shown
in Fig. 4. Particularly, the variation of Pi j among turbines in different columns is significant
in both long and short terms (Fig. 4a); the variation of Pi j among turbines in different rows is
mainly in short term, and the long term variation is relatively small (Fig. 4b). Figure 5 shows the
averaged power extraction rate PT of the entire wind farm for cases J3 and PM3. The averaged
performance of the entire wind farm has much less temporal variation than those of the individual
turbines shown in Fig. 4.

The time-averaged values of PT for various cases are calculated and plotted in Fig. 6. For
a given turbine spacing, a wind farm above P–M waves extracts more power than that above
JONSWAP waves. This increase of wind farm performance is caused by the stronger wave
motion in the P–M wave cases compared with the JONSWAP wave cases. In the wake region
behind each wind turbine, the strong deficit of wind speed causes waves to feed momentum
back to wind. As shown in Table 1, under the same wind forcing, the fully-developed (P–M)
wave field has larger peak wave phase speed than the fetch-limited (JONSWAP) wave field. As a
result, within the turbine wake regions, the P–M waves have relatively stronger capability to help
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recover the wind speed; out of the wake regions, the wind field experiences less wave resistance
in the P–M wave cases than in the corresponding JONSWAP wave cases, resulting in slightly
larger wind velocity near the wave surface as well as at the turbine rotor height. The turbines
above the P–M waves thus have larger incident wind energy and achieve higher performance
than the turbines above the JONSWAP waves.

When the streamwise turbine spacing decreases from sx = 10.5 to sx = 7, the near-surface
wind velocity decreases and the long waves in the wave field become faster relative to the wind,
resulting in an enhancement of the wave effect. Therefore, the difference of PT between cases J3
and PM3 is larger than the difference between cases J2 and PM2. As the turbine spacing further
decreases to sx = 5.25, the distance between turbines is too small so that the waves in neither the
P–M nor the JONSWAP cases have sufficient time to help recover the wind speed deficit in the
turbine wake regions, thus resulting in insignificant difference between cases J4 and PM4.

Calaf et al. [5] showed that a large wind farm gains energy supplement mainly by the vertical
flux of kinetic energy from the wind above it. The net kinetic energy flux into the wind farm can
be calculated by

∆Φe =
[(
−⟨u′w′ ⟩−⟨u′′w′′⟩

)
⟨u⟩
]∣∣z=Hhub−D/2

z=Hhub+D/2 . (15)

Here, the overbar ui denotes the time averaging; the brackets ⟨ui⟩ denotes the horizontal aver-
aging; u′i = ui −ui denotes the fluctuating velocity due to temporal variation; and u′′i = ui −⟨ui⟩
denotes the fluctuating velocity due to both temporal and spatial variations. The values of ∆Φe

for various cases are also plotted in Fig. 6, which show consistent trend as PT when sx changes.
For all the cases, the values of PT and ∆Φe are close, indicating the balance between the vertical
energy flux and the turbine power extraction. The difference among them is caused mainly by
kinetic energy dissipation through turbulence.

CONCLUSIONS

Offshore wind energy has become an important frontier of sustainable energy research. In this
study, LES of wind turbulence coupled with potential flow simulation of ocean waves is per-
formed for offshore wind farms. LES of the lower atmospheric boundary layer over ocean
waves is performed using a boundary-fitted grid that follows the wave motion. The nonlinear
evolution of the wave field is simulated using a high-order spectral method. Large wind farms
are modeled as periodic wind turbine arrays, with the effect of turbines on the wind modeled us-
ing an actuator disc method. Statistical analysis of the wind farm dynamics shows that the wind
field is influenced by the sea-surface waves due to the effect of wave-induced form drag. As a
result, the energy extraction rate of the wind turbines varies with wave condition, with a higher
extraction rate being obtained over fully-developed wind-sea conditions than over fetch-limited,
developing wind-sea conditions.
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