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Abstract Jets and plumes have been the focus of quantitative investigations since the mid‐1950s. These
investigations intensified following the Deepwater Horizon oil spill, in which thousands of tons of oil and
natural gas were released into the Gulf of Mexico. This review focuses on plume dynamics that apply to
both single‐phase and multiphase liquid‐in‐liquid and liquid plus gas into liquid plumes, including bubble
and droplet formation, and heat and mass transfer. Broadly, our work highlights several previously
unknown or overlooked aspects of multiphase flow in the deep oceans. Upstream of the jet release,
multiphase hydraulics can significantly affect the turbulence, for instance, through churn flow that
enhances the turbulence in the free jet, affecting the conditions where bubbles and droplets are formed.
Droplet formation was a major focus recently, with experiments covering a range of scales and flow rates of
oil and gas at low and high pressure. Detailed observations of droplet formation at the jet‐water boundary
reveal the formation of compound droplets, which are emulsions of oil and water with implications for
mass conservation and mass transfer. At the plume scale, integral models have been adapted to include the
complex thermodynamics and chemistry of oil and gas plumes. In parallel, significant advances were
made in numerical simulations of multiphase plumes through large eddy simulations by treating the oil and
gas either a continuous or discrete phase. Through this work, a vivid picture of the complex droplet,
chemical, and hydrodynamic behavior of multiphase plumes in the ocean is emerging.

Plain Language Summary Interest in jet and plumes in natural systems increased since the
mid‐1950s. Following the Deepwater Horizon oil spill at 1,500 m depth of the Gulf of Mexico, experimental
and numerical studies of jets and plumes increased to better understand hydrodynamics, chemistry,
and the fate of oil droplets in the water column. This work highlights several newly discovered aspects of
multiphase flows. Upstream of the jet release (inside the pipe), the increase in the gas fraction leads to
chaotic and highly turbulent churn flow, which affects the conditions where bubbles and droplets are
formed. Observations of droplet formation near the jet‐water interface revealed the formation of composite
droplets such as an oil droplet including a water droplet inside, which is important for the estimation of
mass and heat transfer among the phases. At the plume scale, integral models including chemical and
thermal properties of oil and gas at different ambient conditions, that is, pressure and temperature are
developed. In parallel, numerical simulations of multiphase plumes with high‐fidelity turbulencemodels are
performed and compared to the measurements.

1. Introduction

The natural or accidental release of hydrocarbon liquids and gases in the form of jets and plumes underwater
is an important process that impacts the subsea ecosystem and potentially the atmosphere. The main driving
mechanism for the release is usually the high pressure in the reservoir (whether geologic or human made),
but upon release in water, buoyancy (due to the lower density of the released fluids) eventually takes over
and causes the rise of many hydrocarbons through the water column, potentially to the water surface, and
ultimately to the atmosphere. Many of the processes have been poorly understood due to the hydrodynamic
complexity of the release of a multiphase plume (liquid hydrocarbons and gas) (Boufadel et al., 2018;
Socolofsky et al., 2002), the formation of droplets (Zhao, Shaffer, et al., 2016, Xue & Katz, 2019) and
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bubbles (Leifer et al., 2015; Wang et al., 2018), and the behavior of hydrocarbon components at depth (Gros
et al., 2016).

In this review, we consider the dynamics of this gas and liquid petroleum jet as it penetrates the water col-
umn, interacts with the ambient ocean, and rises to the sea surface. Throughout this review, we will often
refer to the petroleum fluids as oil and gas, with “oil” denoting the liquid‐phase petroleum and “gas” the
gas phase. However, the actual petroleum compounds found in the liquid or gas phases change with tem-
perature, pressure, and oil chemistry (Gros et al., 2016). We will also use the term “blowout” or “oil well
blowout” to refer to those cases where an accident results in release of oil to the environment. For past such
blowouts, including the Deepwater Horizon (DWH) (Gros et al., 2017; Reddy et al., 2012) and the IxtocI
(Murawski et al., 2019; Patton et al., 1981), oil and gas were released from a localized source at the seafloor.
Natural releases of hydrocarbon plumes underwater have been documented in various studies (Leifer
et al., 2006; MacDonald et al., 2002). Regardless of the cause of the release, once the fluids enter the water
body, the oil and gas experience a series of natural phenomenon as they traverse the ocean water column.

Because petroleum fluids are immiscible with water, the interface between the oil and gas and the ambient
seawater quickly destabilizes, resulting in creation of a spectrum of oil droplets and gas bubbles. This begins
immediately at the orifice and occurs very rapidly. The plume‐scale trajectory of multiphase plumes depends
on the relative importance of horizontal currents and stratification (Figure 1). When horizontal currents
dominate, the gas bubbles and large droplets exit at a separation height hS, leaving a wake of entrained sea-
water with dissolved and finely dispersed hydrocarbons (Figure 1a). When stratification dominates in the
water column due to seawater density (Figure 1b), the plume reaches a peel height hP, where dispersed
phase buoyancy can no longer lift the entrained seawater, and the entrained seawater begins to descend,
forming a lateral intrusion layer (Socolofsky et al., 2011). All of the dissolved petroleum compounds in the
entrained seawater follow the peeling fluid into the intrusion layer, which eventually gets trapped at a level
of neutral buoyancy (trap height), hT (estimates of hS, hP, and hT can be obtained based on the jet properties,
as discussed below). Laboratory experiments suggest that the plume is dominated by horizontal currents if
hS < hP and by stratification if hS > hP (Socolofsky & Adams, 2002). While dissolved plumes in stratification
forms only one intrusion zone, multiphase plumes, gas bubbles and oil droplets rising past the first peel
height, may form a new multiphase buoyant plume with a new intrusion zone (Figure 1b).

As the plume rises, petroleum compounds dissolve into the entrained seawater from the gas bubbles and
liquid oil droplets, and somemay remain as a separate phase (i.e., not dissolved) and reach the water surface,
and may continue to the atmosphere (Leifer et al., 2006). In the shallow Ixtoc I blowout (50 m water depth),
nearly all of the gas escaped to the atmosphere and created a continuous fire above the blowout. For the

Figure 1. Behavior of droplets and bubbles within plumes exposed to (a) pure current and (b) pure stratification. Taken
from Socolofsky et al. (2011).
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DWH, all of the gas bubbles released at the wellhead dissolved into the water column or dissolved to the
point that they condensed to a liquid phase (Gros et al., 2017).

As this discussion demonstrates, the cascade of processes following a subsea oil and gas involve many fun-
damental thermodynamic and fluid‐dynamic chemical processes occurring in other geophysical contexts.
Often, the geophysical analog is at a different scale, as in oil and gas release from natural seeps or in multi-
phase plumes emanating from black smokers at ocean ridges, but some of the fine‐scale processes remain the
same. These include particle (bubble, droplet, or solid particle) interaction with ocean currents, as in gas
entrainment under breaking waves, oil and gas bubble release from submarine natural seeps, and sediment
transport; buoyant plume dynamics, as in volcanic eruptions, cloud physics, and black smokers, dissolution
of bubbles and droplets, as for submarine natural seeps and aeration at the air‐water interface.

In this review, we limit our discussion to a near‐field region close to the subsea release point, where buoy-
ancy dominates causing the plume to form and develop into a rising turbulent plume and generally ends
after intrusion formation. We consider that the edge of the near‐field zone is around 10 km from the source,
which would allow us to assume that the vertical profiles of salinity, temperature, and currents are represen-
tative of the ocean water column within the near‐field region. The midfield zone occurs at the edge of the
near field and is the area where knowledge of larger‐scale ocean circulation becomes important to predict
the oil transport. Far‐field models, which utilize temporally and spatially evolving currents and ocean den-
sity structure are needed to track the hydrocarbons outside the near‐field region and to the coasts. Though
the far‐field experiences many of the processes discussed here, it also involves many other processes, espe-
cially those occurring at longer time scales. Given typical horizontal ocean current speeds, processes in
the near field occur on the scale of seconds to hours, with about 1 day as the maximum residence time of
petroleum fluids in the near field. Because of the short time scales involved, we ignore biological processes
and focus on the physics and chemistry.

We have organized our review by focusing on the processes within the wellhead or the vent leading to the sea
and then the jet and the formation of oil droplets and gas bubbles within a distance of tens of orifice dia-
meters of the release. We then evaluate the migration of the plume to distances that can span vertically over
the whole water depth and laterally to distances constrained by the decorrelation scale of the local ambient
currents (up to ≈ 10 km). We also elucidate the chemical interaction of the hydrocarbons in the water col-
umn and the release of various hydrocarbon components into the environments.

2. Hydrodynamics Within the Conduit or the Well

It has been customary in the studies of multiphase jets and plumes to investigate the processes that occur
downstream of the orifice (i.e., within the receiving water body). Examples include works that investigated
bubble plumes (Milgram, 1983; Sun & Faeth, 1986), bubbly jets (i.e., bubbles released within a water jet)

Figure 2. (a) Schematic of the multiphase flow regimes in a vertical pipe. (b) Flow regime “map” adapted from
Weisman (1983) including transition regimes. Wavy flow is a special case of churn/slug flow. The blue disk represents
the Deepwater Horizon condition.
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(Martínez‐Bazán et al., 1999a), and oil and gas releases in the field (Johansen, 2000, 2003) or in the labora-
tory (Neto et al., 2008; Socolofsky & Adams, 2002, 2003). These investigations shaped the general direction
for investigating multiphase plume for the last two decades. However, during the investigation of the DWH
spill, the role of the gas and liquid discharges within the pipe rose to prominence due to their implications on
the estimation of the discharge and on the oil droplet size distribution (Boufadel et al., 2018).

When liquid and gas flow in a pipe, the flow regime depends greatly on their discharge values, as noted in
various fields, such as nuclear engineering (Hewitt, 2012), polymer processing (Schmidt et al., 2008), gas
condensate wells (Garber et al., 1998), volcanic eruption (Ulivieri et al., 2013), and oil and gas wells
(Flores et al., 1997; Zhao et al., 2013). There are four major patterns of interest in vertical pipes: bubbly, slug
(or plug), churn, annular, and dispersed flow (Figure 2a). The regimes can be estimated based on a flow
“map,” presented in Figure 2b as a function of the superficial velocity of liquid and gas (volume flow rate
divided by the cross section area of the pipe). Bubbly flow occurs at a small gas flow and is characterized
by the occurrence of gas bubbles dispersed within the liquid and both fluids moving upward. The type of
the bubbles in this regime is governed by the values of the dimensionless numbers: Reynolds, Eotvos
(Eo), and Morton (Bhaga & Weber, 1981). When the gas holdup (or content) is small (less than 5% per
volume), the Eotvos number is less than 1.0 and bubbles tend to be spherical. As the gas fraction increases
to around 20% to 30% (Azzopardi & Wren, 2004), some of the bubbles coalesce resulting in large structures
which are no longer spherical. For these bubbles, the gravity forces around the bubble are larger than the
surface tension force, leading to an Eotvos number larger than 1.0. When the bubble diameter increases
to more than 50% of the pipe diameter, the flow could switch to slug flow (Chen & Brill, 1997), where the
gas flow occurs through a train of bubbles each in the shape of a bullet (also known as a Taylor bubble) with
liquid droplets and gas bubbles entrained behind the main bubbles. Liquid flow as a film along the walls
remains upward. Also, the size (along the pipe) of the Taylor bubbles is no longer dependent on the
Eotvos number but dependent on the overall hydrodynamics (i.e., discharges). As the gas flow increases
to 50% per volume and if the pipe's diameter is larger than approximately 0.1 m (Kytömaa &
Brennen, 1991), the pattern becomes that of churn flow (Orell & Rembrand, 1986), where the gas and liquid
are no longer coflowing rather tumbling within the pipe. In this regime, one observes sporadic “flooding” of
the pipe, which is a situation where a part of the liquid on the wall is transported upward while appearing
highly disturbed, and another part flows downward (Govan et al., 1991; Parsi et al., 2015a). Churn flow
results also in the manifestation of various instabilities at the gas‐liquid interface. A further in the air flow
rate results in the so‐called annular flow where the gas migrates more or less steadily upward in the pipe
with the liquid falling as a film at the walls and entrained as droplets in the gas phase (i.e., the liquid becomes
dispersed in the gas). For high liquid velocity and onlyminimal gas velocity, the liquid droplets becomemore
or less randomly distributed in the pipe, in a regime known as “dispersed” (Figure 2). The occurrence of var-
ious regimes depends also on the length of the conduit. In the experiments byWaltrich et al. (2013) in a 50 m
long pipe (diameter 0.05 m), the flow progressed with the distance from slug to churn to annular.

Experimental techniques for characterizing these flows have been summarized by Montoya et al. (2016). A
salient tool is the wire mesh sensor which is typically placed in the pipe's cross section to provide the spatio-
temporal variability of the holdup. Flowmaps using the superficial fluid velocity have been developed in var-
ious works (Hewitt et al., 1985; Wallis, 1969). But other works use the fluid's momentum (Hewitt &
Roberts, 1969) or the Weber number (Parsi et al., 2015b). An important quantity that emerges is the dimen-

sionless gas velocity,U*
g¼usg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρg

gdpipe ρl − ρg
� �

vuut where usg is the superficial velocity of gas, ρg is the gas density,

ρl is the liquid density, g is gravity acceleration, and dpipe is the pipe diameter. A value U*
g ≥ 1:0 indicates

annular flow, while smaller values suggest churn flow. Models that reproduce the general behavior have
been developed (e.g., Jayanti and Hewitt, 1992), and they were calibrated to data to provide, for example,
the thickness of the liquid film and the size and rise speed of the Taylor bubble. However, there is no theo-
retical approach that is yet capable of capturing the impact of various parameters such as liquid viscosity
(McNeil & Stuart, 2003), interfacial tension (IFT), pipe dimension, and large pressure. Using a wire mesh
sensor to measure volume fractions in a vertical pipe with dpipe ≈ 75 mm, Parsi et al. (2015b) presented a
map based on the superficial velocity (dimensional) of liquids and gas. They also used separately three liquid
viscosities of 1, 10, and 40 centipoise (cp) and three liquid velocities below 1.0 m/s. The gas velocities varied
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from 10 to 27 m/s. They found that for the same liquid superficial velocity, the gas fraction increases with the
liquid viscosity. They attributed this behavior to a reduction of liquid waves and encapsulation of gas bubbles
within the liquid. Their studies support prior studies (Da Hlaing et al., 2007) that the boundary between
regimes become more diffuse with the increase in the viscosity, especially at low gas Reynolds number.
The impact of interfacial tension on the general motion of the flow is negligible when the regime is churn
as the large flooding waves are dominated by inertia (van Nimwegen et al., 2015). However, the interfacial
tension is expected to play a major role in the formation of oil droplets in churn and annular flows (discussed
next). Also, a large pipe diameter may suppress the formation of slug flow and cause the flow to switch
directly from bubbly to churn flow; using water and air, Shah et al. (1982) reported that no slug flow occurs
when the pipe diameter exceeded 0.10 m. Conversely, no churn flow would occur if the pipe diameter is
smaller than a centimeter, and the flow regime would switch from bubbly to slug, as the diameter of the
Taylor (gas) bubble would occupymore than 50% of the majority of the pipe cross section (i.e. a large fraction
of the cross section).

As most of the investigations occurred under relatively low gas pressures (less than 100 m deep) (Waltrich
et al., 2013), where the gas density ρg is around 1 kg/m

3 and the liquid density ρl is around 1000 kg/m
3, extra-

polating churn flow “maps” to deepwater (say more than 1,000 m of water depth), such as the DWH, where
ρg is around 120 kg/m3 with live oil, where the density could be as low as 500 kg/m3 (Gros et al., 2016, 2017;
Zhao et al., 2015) is not evident.

Natural geophysical pathways for oil and gas releases are curvilinear (not straight), have variable cross sec-
tions, and possess rough walls, features that are likely to impact the flow regime in ways that have not been
studied yet. Even constructed oil wells, such as the MC252, may contain internal protrusions (due partially
to the presence of the blowup preventer) (Plume Calculation Team, 2010) that are likely to alter the flow
regime (Boufadel et al., 2018). However, the occurrence of churn and slug flow regimes have been noted
in pipes of various inclinations (Barnea, 1987) including horizontal (Navarro, 2005; Zhao et al., 2013), which
is due to the large inertial forces in these flows. The impact of the discharge angle on the oil droplet size dis-
tribution (DSD) is not known. Thus, the existence of churn and slug flow regimes is common, whenever gas
flow is not small. Large advances have been made in theoretical and computational methods of churn flow.
However, the modeling is still limited by the accuracy of the interfacial momentum representation (Montoya
et al., 2016), which renders themodeling via the Eulerian–Eulerian approaches extremely challenging due to
the difficulty of assembling robust closure models for the deformable gas structures.

3. Jet Flow

Based on the work with miscible jets (e.g., water in water or air in air), studies have demonstrated the exis-
tence of a potential‐flow cone that extends from the orifice to a few diameters, and the existence of a shear
flow zone at the periphery of the jet where the ambient fluid is entrained into the jet (Bradshaw et al., 1964).
Beyond the core, the turbulent axial velocity fluctuations in miscible jets were found to be more than double
the radial ones near the orifice, and becoming equal at large distances (distance of 80 to 100 pipe diameters)
due to momentum transfer (Wygnanski & Fiedler, 1969). Thus, turbulence is anisotropic initially and
become isotropic at large distances from the orifice. The behavior of these plumes in strong cross flows have
been well described (Fric & Roshko, 1994; Mahesh, 2013). Of importance is the formation of two
counter‐rotating vortices pairs that tend to trap the formed oil droplet, as discussed in section 5.2.

Various formulations have been developed to capture the hydrodynamics of miscible jets without cross flow
based on experimental data, as summarized in Figure 3, which shows that the centerline velocity decreases
with distance, x, as x−1, and the energy dissipation rate is more or less constant for the first few diameters and
then decreases according to x−4, where x is vertical distance above the orifice (Hussein et al., 1994).

The length of the core (also known as the irrotational or potential core) is larger for immiscible fluids, such
as oil in water, as observed in the experiments of Xue and Katz (2019), where the core length was around 6
diameters. This behavior seems to be related to the hydrophobicity of the oil to water, and thus, an oil jet
tends to have more coherence than a miscible liquid jet. Gao et al. (2017) released oil from 2.4 mm orifice
without and with dispersant and noted that the jet angle of the oil‐only release was narrower than that of
the jet angle of the oil with dispersant, whose angle was equal to that of miscible jets, 22° (Fischer
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et al., 1979). They confirmed their observations using Reynolds‐averaged Navier‐Stokes (RANS) simulations
using the software Fluent, and the module volume of fluid (VOF).

The presence of gas in a vertical pipe essentially eliminates the potential core due to the rapid horizontal
excursion of gas bubbles. Boufadel et al. (2018) simulated churn flow in the DWH blowout and adopted a
domain of 20 diameters in length, 10 within the riser (or pipe) and 10 downstream (i.e., above) the orifice.
They used large eddy simulation (LES) and simulated the interface of the fluids using the VOF model,
and they used the Smagorinsky subgrid model. Using VOF means that there is one momentum equation
for both phases. They found that the Gaussian distribution captures well the ensemble radial variation of
the axial velocity, consistent with works onmiscible fluids and bubbly jets. However, the decrease of velocity
with the radius was around 30% slower than that of miscible or bubbly jets. The radial distribution of the oil
holdup in churn flow was broader than that resulting from an oil‐only case (or bubbly flow). Also, the inter-
face between the jet and the surrounding fluid was more irregular than that for bubbly flow, and it resulted
in a larger water entrainment coefficient for churn flow (around 150% that of bubbly flow; see their

Figure S12). Boufadel et al. (2018) reported also that the dimensionless energy dissipation rate
εdpipe
U3 (where

ε is the energy dissipation rate, dpipe is diameter of pipe, andU the superficial fluid velocity) within the pipe is
five times larger for churn flow than for a bubbly or liquid flow. The difference in the dimensionless energy
dissipation rate between churn and bubbly flows decreased to around double within 4 diameters from the
orifice. Thus, due to its larger energy dissipation rate, churn flow is likely to result in smaller oil droplets
in comparison to oil only or bubbly flow.

4. Oil Droplet Size Distribution (DSD)

The oil DSD resulting from a jet determines, to a large extent, the trajectory of the released oil; large droplets
(e.g., >500 microns) migrate rapidly (minutes to hours) to the surface (Zhao et al., 2015) while small droplets
could be transported horizontally by currents (Figure 1a) or by the intrusion (Figure 1b) (Gros et al., 2017;
Wang & Adams, 2016; National Academies of Sciences Engineering Medicine (NASEM), 2019). In addition,
oil dissolution (Stevens et al., 2015) and/or biodegradation (Prince et al., 2017; Socolofsky et al., 2019)
increase with the oil‐water surface area, and thus, a decrease in droplet diameter (i.e., an increase in the sur-
face area per unit volume of oil) would promote these processes.

There is no experimental work providing the oil DSD based on the release of two phases (oil and gas) into a
third phase (namely water). Socolofsky and Adams (2002) released such plumes in laboratory setups, but
they were focused on plume behavior and, thus, did not provide the oil DSD (or the gas bubble size distribu-
tion). For this reason, we will present experimental works that addressed the release of oil in water. Still, the
number of these works is small in comparison to that of experimental and numerical works on the DSD of
hydrocarbons released in gas, obtained mostly from the field of engine combustion.

Figure 3. General behavior as function of distance, x normalized by the diameter of the pipe, dpipe, of (a) the centerline
velocity Uc as normalized by the centerline velocity at the orifice Uo and (b) the normalized energy dissipation rate
(represents the energy dissipation rate). Taken from Zhao, Boufadel, et al. (2014) for miscible jets.
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In an oil‐only release, the oil DSD is the result of shear at the edge of the oil jet, which forms
Kelvin‐Helmholtz instabilities (Figure 4) that generate ligaments and droplets at the edge of the plume that
get entrained subsequently into the plume (Figure 4) due to the jet momentum and buoyancy. Turbulence
within the plume causes these ligaments and droplets to break up further. Major insights on the breakup of
oil droplets in turbulent flow were introduced by Hinze (1955), discussed next.

Hinze (1955) considered that the destructive forces are due to the dynamic pressure and that the resisting
force is due to the interfacial tension between oil and water. From that he concluded that the largest dia-
meter that can survive in turbulence (approximated by the d95) can be estimated by setting the Weber num-

ber We¼ρcu
02d95
σ

(where ρc is the density of the continuous fluid (water herein), u' is the root‐mean‐square

turbulence velocity, and σ is the oil‐water interfacial tension coefficient) to a critical valueWec. For isotropic
turbulence, Wec was found to be around 1.17. However, different critical values occur in other flows (e.g.,
hyperbolic). The turbulence velocity was estimated by assuming isotropic turbulence at the scale of the dro-
plet, u'2 scales with ε2/3d2/3, and thus, knowledge of the average energy dissipation rate, oil‐water interfacial
tension, andWecwould provide d95. Hinze (1955) addressed also the situations where the viscosity of the dro-

plet resists breakup and introduced a viscosity group,Vi; G¼ μdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρd σd95; v

p (where ρd and μd are the density and

dynamic viscosity of the dispersed phase and d95,v is the largest diameter while accounting for the viscosity of
the droplets). Using dimensional analysis, he argued that a Weber number that accounts for viscosity Wev

would be related toWec and Vi,G throughWev =Wec(1+φVi,G) where φ→ 0 as Vi,G→ 0. These concepts were
expanded on in the 1980s (Calabrese et al., 1986; Wang & Calabrese, 1986) for dealing with high viscosity oils
in chemical reactors, where the dynamic viscosity reached 10,000 cp (the water dynamic viscosity is ≈ 1.0
cp). They obtained the DSD after 2 hr of mixing and found that even at such high viscosities, the contribution
of the interfacial tension remains important (small but not negligible). The breakup of oil droplets and liga-
ments within the jet is likely to occur due to the dynamic pressure resulting from turbulence (Hinze, 1955)
and capillary instabilities of elongated threads. The breakup of droplets due to shear below the Kolmogorov

scale could be considerable for oil jets with large viscosity, where the Kolmogorov scale (based on oil) ηo¼
ν
o3
�
ε

� �1=4
is large. But large viscosity oils do not flow as easily, and thus, their discharge velocity is likely

to be relatively small.

The formation of droplet from jets can be well characterized using the Ohnesorge versus Reynolds diagram
(Figure 5) (Masutani & Adams, 2001). The Ohnesorge number is defined as Oh=We1/2Re−1 and, thus, com-
bines the viscosity of the oil droplet with the interfacial tension forces. In Figure 5, the zone to the right of the

Figure 4. A time sequence showing processes leading to compound droplet formation at Re = 1,358. The symbol “d” is
the pipe diameter, which was 1.0 cm. Arrows of the same color (red or orange) and shape (solid or dashed) follow the
same water ligament in the frames separated by 6 ms. Taken from Xue and Katz (2019).
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red line is within the atomization regime, where the breakup of oil
droplets is due to turbulence, which is the interest of this paper.

The size of the oil droplets decreases with the application of disper-
sants, which reduce the oil water IFT. Dispersants are manufactured
chemicals that include a mixture of anionic and nonionic surfactants
and a solvent (National Academies of Sciences Engineering Medicine
(NASEM), 2019). The surfactant molecules have a lipophilic tail that
sticks to the oil and a hydrophilic head that orients to be in water.
Historically, dispersants were designed to be applied on oil slicks
(i.e., on the water surface) to dilute them into the water column, as
the goal has been to prevent the oil from reaching the shorelines
where it can cause a major impact to ecology and economy
(National Research Council of the National Academies, 2013)
and/or it can persist for decades (Li & Boufadel, 2010; Reddy
et al., 2002). The DWH was the first time that a dispersant was
applied at depth. The reduction of the overall droplet size due to dis-
persant application has been noted in various works (Brandvik
et al., 2013; Li et al., 2008a, 2008b; Pan et al., 2016). Within the con-
text of Figure 5, reducing the IFT increases the Oh number and, thus,
causes further atomization at the same Re value.

The addition of dispersant engenders the mechanism of “tip stream-
ing,” which generates micron‐sized droplets (De Bruijn, 1993;
Eggleton et al., 2001). However, tip streaming, whereby the oil
“slough off” of the droplets in microthreads, has been gaining atten-
tion. This occurs due to the migration of the dispersant on the oil dro-

plet to the leeward side, causing the accumulation of the dispersant at specific locations on the droplet wake
(or leeward side), which causes a significant decrease in the oil‐water interfacial area (Gopalan &
Katz, 2010). These threads later undergo a sinuous wave instability and break up into tiny droplets a few
micrometers in diameter. Tseng and Prosperetti (2015) used detailed mathematical derivations and demon-
strated that the dispersant would accumulate in the zones of zero vorticity on the oil droplet, labelled as stag-
nation zones or “points.” Tip streaming explains the presence of a micron‐sized mode within bimodal DSDs
in cases where dispersants are applied to oil on waves (Li et al., 2008a; Mazzitelli & Lohse, 2009) and to oil
jets (Murphy et al., 2016; Zhao et al., 2017).

4.1. Oil DSD Experiments

The DeepSpill experiment (Johansen et al., 2001) remains one of the major experiments of hydrocarbon
release at the field scale. It involved injection of nitrogen gas and seawater, natural gas and marine diesel,
natural gas and crude oil, and natural gas and seawater. The ocean conditions during the experiment had
high currents and low stratification. Nonetheless, the plume of oil, gas, and entrained seawater trapped at
heights less than 200 m above the sea floor, and the majority of the oil droplet transport was accounted
for by passive, Lagrangian transport with the mean ocean currents and droplet slip velocity. The oil droplet
size distribution for some of the experiments was measured by a camera on a remotely operated vehicle
(ROV), and the majority of the measurements were of acoustic backscatter from the bubbles recorded by
an onboard echo sounder on the observation vessel. Ocean currents were measured by an upward looking
acoustic Doppler current profiler moored on the seafloor near the discharge point. Until the DWH accident,
this data set comprised the only ocean‐scale observations of a multiphase plume relevant to the dynamics of
a subsea blowout. The maximum oil droplet size was around 14 mm, but there was a variability in the oil
DSD, due to the logistical constraints in conducting such a challenging experiment.

Masutani and Adams (2001) conducted experiments of oil release from 2.0 and 5.0 mm orifices at various
flow rates at Reynolds number of≈100 to 3,000. They measured the oil droplet size using phase Doppler par-
ticle analyzer and reported droplets up to 4 mm in size. They were not able to measure larger droplets due to
equipment limitations. Brandvik et al. (2013) released oil from 1.0 and 2.0 mm orifices into a 6.0 m vertical
(3.0 m diameter) tank. They also applied dispersant into the jet at a dispersant to oil ratio (DOR) of 1:100 and

Figure 5. Jet breakup instability regimes. Data points were obtained by oil
injection into water by Masutani and Adams (2001). The double lines are the
inferred boundaries of three breakup regimes denoted as (a) Rayleigh, (b) Types I
and II, and (c) atomization. Solid lines are the boundaries established in previous
investigations of liquid jets discharging into a gas where 1 is the Rayleigh regime,
4 is the atomization regime, and 2 and 3 correspond, respectively, to the first and
second wind‐induced breakups. Taken from Masutani and Adams (2001).
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up to 1:20, which reduced the oil‐water interfacial tension, resulting in smaller droplets. They measured the
oil DSD using the instrument LISST (Laser in Situ Scattering and Transmissiometry, from Sequoia) (see
Zhao et al., 2018, and reference therein). Murphy et al. (2016) released crude oil from a 4.0 mm vertical
orifice in a crossflow (by towing the release). Their largest Reynolds number was 1,000, and they applied
dispersants at the DORs of 1:100 and 1:25. They measured the oil DSD using holography and found the
d50 to be around 700 microns for oil only and down to 230 microns for DOR at 1:25. They observed a
multimodal distribution for the number‐based DSD. Zhao et al. (2017) released oil horizontally from a
2.4 mm orifice and monitored the DSD using LISST. They used the LISST for measurement and found the
droplets to be smaller than 400 microns. The exit velocity was large (around 13 m/s) and the Reynolds
number was around 2,000. Xue and Katz (2019) used an index matching method that allowed them to
measure the oil DSD in a plane crossing the center axis of plumes emanating from a 10 mm diameter
nozzle at Reynolds numbers varying from 600 to 2,400. The nozzle that they used produced a top‐hat (i.e.,
radially uniform) velocity profile at the orifice. They observed composite droplets where oil engulfs water
containing smaller oil droplets (Figure 4). They also found that the large droplets were deformed
(elongated), while the small droplets were spherical, suggesting a sheltering from the jet shear. They also
found that the diameter of the large droplets decreases with the jet Reynolds number, but the diameter of
the small droplets was unaffected by the jet Reynolds number.

4.2. Droplet Size Distribution From a Churn Flow Blowout

For an oil‐only plume, Kelvin‐Helmholtz instabilities due to shear around the jet (Figures 4 and 6a) are the
major mechanism for forming droplets. But for churn flow, an additional source exist which is the oil dro-
plets and blobs (large oil agglomeration) present in the pipe and emanating from the orifice (Figure 6b).
As the DSD in the plume depends on the size of oil droplets at the orifice, it is important to understand
the DSDwithin the pipe. The size of the median droplet entrained in gas flow has been the subject of various
investigations (Ishii & Mishima, 1989; Kataoka et al., 1983; Wang et al., 2013). The mechanism of droplet
formation in these systems (i.e., churn) is due to roll off from the liquid film due to shear rather than frag-
mentation within the gas stream. This was indirectly confirmed by the fact that the size of droplets due to
fragmentation in gas flow (i.e., based on the dynamic pressure of gas and/or Rayleigh instability) is larger
than those observed in churn flow system within the gas. Based on investigations of churn and annular flow
at liquid Reynolds number reaching 3,000, Kataoka et al. (1983) reported that the droplet size in annular
flow varied from 10−5 to 10−3 m. Kataoka et al. (1983) proposed that the Weber number of entrained

Figure 6. Jets of fluids into water. (a) For oil only release, Kelvin‐Helmholtz (KH) instabilities generate ligaments and
droplets that get entrained into plume and subsequently disintegrate due to turbulence within the plume. An intact
core of oil (under potential flow conditions) exists within a few diameters of the orifice. (b) For oil and gas release,
ligaments and droplets emerge also from the pipe, and they combine with those formed due to KH; a potential core of oil
and/or gas does not exist.
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droplets of size dE,m (taken herein as the median volume diameter) is related to fluid and hydrodynamic
properties in the pipe through:

We; d¼
dE;mρg j

2
g

σ
¼0:01R2=3

e; g

ρg
ρl

� �−1=3 μg
μl

� �2=3

(1)

where jg is the gas volumetric flux (also known as superficial velocity) andRe; g¼
ρgdpipejg

μg
is the gas Reynold

number. This form of the Weber number was confirmed to be valid for predicting droplet sizes from churn
flow (Wang et al., 2013). The fraction of entrained liquid in the form of droplets within the gas phase was
reported to be around 0.2 and to reach up to 0.6 for churn flow (Barbosa et al., 2002; Ishii &
Mishima, 1989; Wang et al., 2013)

As an illustration of Equation 1, the median volume diameter, dE,m, for the DWH release would be on the
order of 4.0mm, based on the liquid oil and gas properties at the release point used by either Zhao et al. (2015)
or Gros et al. (2017). The former used empirical relations developed by oil reservoir engineers, and the latter
used a detailed thermodynamic model. However, predicting the fraction of entrained liquid for the DWH is
challenging, because the entrainment fraction reported above (20% to 60%) are based on mostly air‐water
systems at pressures less than 30 m of water. Thus, extrapolating these results to high pressure, where the
gas density is 120 kg/m3 (i.e., ≈ 100 times of gas density used in the experiments), may not be acceptable.

The oil DSD depends also on the coalescence of oil droplets which is similar to breakup in a sense that it
depends on the mixing energy. However, coalescence depends also on (actually increases with) the oil
holdup (or oil concentration), which determines the chance of two droplets colliding. Mixing energy impacts
both the collision frequency and collision efficiency of droplets. A system with a large mixing energy (large
energy dissipation rate) would result in a large collision frequency, but if the droplets do not stay in contact
long enough to coalesce, the coalescence efficiency would be low (Liao & Lucas, 2010; Tsouris &
Tavlarides, 1994). The collision frequency also increases with the holdup (i.e., more droplets per unit
volume). Based on studies in reactor, coalescence was found to be important in systems with oil holdup lar-
ger than 30% per volume. The average oil holdup in a jet's cross section depends on the volumetric discharges
of oil and gas from the orifice and the water volume that was entrained between the orifice and the cross
section. Thus, it is expected that the oil holdup from a churn flow (where the gas flow is large) is smaller than
that from a bubbly flow. However, in terms of oil droplet coalescence, the spatial distribution of oil, water,
and gas at the micron scale within the cross section plays a more important role, because it is the neighbor-
hood of the droplet that determines its coalescence with other droplets. Somemodels of oil droplet formation
accounted for the presence of gas through a reduction in the cross section area of the orifice (Johansen
et al., 2013; Li et al., 2017; Zhao, Boufadel, et al., 2014). However, such an approach is likely to overestimate
the extent of coalescence and, thus, overestimate the size of the oil droplets. Nevertheless, in comparison
with bubbly jets, the “sputtering” behavior of churn flow jets and the large entrainment of water from them
are likely to result in little coalescence of the oil droplets.

Although droplet formation through breakup is likely to be highest near the orifice, three processes suggest
that the breakup is likely to occur within up to 100 pipe diameters from the orifice. The first process is coa-
lescence, which depends greatly on the oil holdup (as discussed above); coalescence is largest near the orifice
where the oil holdup is large, and thus, an oil droplet does not exist without the presence of water or gas
around it regardless of the mixing energy. The second process relates to the heterogeneous nature of turbu-
lence, which results in large local velocity fluctuations downstream of the orifice. Martínez‐Bazán
et al. (1999b) released bubbles in a water jet and observed that the breakup of the bubbles continued until
around 40 diameters from the orifice. In fact, because turbulence is inhomogeneous, all works on the
breakup of oil in systems (reactors, jets, and waves) relied on representing the breakup through a breakage
frequency g(d) derived from fundamental principles with constants obtained by fitting to data (Aiyer
et al., 2019; Tsouris & Tavlarides, 1994; Zhao, Boufadel, et al., 2014). The third mechanism that favors addi-
tional breakup at large distances from the orifice relates to the buoyancy of plumes from large orifices, such
as the DWH, where a relatively large rise velocity and energy dissipation rate would persist for 100s of dia-
meters from the jet (Zhao et al., 2015).
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4.3. Model to Predict the Evolving Oil Droplet and Gas Bubble Size Distributions

Johansen et al. (2013) extended the concepts introduced by Hinze (1955), Calabrese et al. (1986), and Wand
and Calabrese (1986) to predict the size of oil droplets from jets. They postulated that for a release of oil at a
velocity U, one has We,v = We[1+BVi(d50/dpipe)

1/3]−1, where B is a constant, and d50 is the volume median

diameter, We is the Weber number, defined as a function of the jet diameter and velocity, W e¼ρdU
2dpipe
σ

and We,v is modified Weber number that accounts for viscous forces. The term Vi is the viscosity number

given by Vi¼W e

Re
¼μdU

σ
; the Reynolds number, Re¼ρdUdpipe

μd
; a related dimensionless number to Vi is the

Ohnesorge numberOh¼W1=2
e R−1

e ¼ μd
ρdσdpipe
� 	1=2. Johansen et al. (2013) hypothesized that the d50 from a ver-

tical jet can be predicted based on the size of the orifice and modified Weber number as follows:

d50
dpipe

¼AW−3=5
e; v ¼AW−3=5

e 1þ BVi d50=dpipe
� 	1=3h i3=5

(2)

In the presence of gas, the velocity U becomes the “effective” velocity computed by assuming constriction
due to gas. By fitting to droplet data in vertical jets frommillimeter size orifices without and with dispersant,
Brandvik et al. (2013) found A = 15 and B = 0.8. In a subsequent work, the group estimated A = 24 and
B =0.08 (Brandvik et al., 2014). Johansen et al. (2013) considered that the full DSD can be predicted by
assuming a lognormal distribution for cases without dispersant and by Rossin‐Ramler (or Weibul) distribu-
tion for cases with dispersant. The variances of these distributions would be obtained based on experiments.

The role of the viscosity number in Equation 2 becomes important when dispersants are used resulting in
small IFT, which result in a very large viscosity number Vi, and thus, the bracket term becomes large. In
these situations, neglecting the viscosity of the oil would underestimate the d50. The approach of
Johansen et al. (2013) follows that of Sleicher (1962) who obtained the maximum oil droplet size in turbulent
water flow in pipes using the correlations of Hinze (1955).

Li et al. (2017) argued that Equation 2 results in droplet sizes increasing with the diameter of the pipe and,
thus, could overestimate the size of droplets from large orifices as the droplets could then become larger than
themaximum stable droplet, dmax, obtained based on the Rayleigh criterion for stability of an individual dro-
plet (Grace et al., 1978), which gives

dmax¼4
σ

ρc − ρdð Þg

 �1=2

(3)

Based on the arguments above, they proposed the following correlation:

d50
dpipe

¼14:05*W−0:518
e; Li 1þ 10*OhLið Þ0:46 (4)

where dpipe is the orifice diameter or dmax (Equation 3) whichever is smaller. The Weber number used in

Li et al. (2017) is defined asW e; c¼ρcU
2D

σ
and is thus based on the continuous phase (i.e., water) density. In

Equation 4, the Ohnesorge number is defined as follows: OhLi¼ μd
ρdσdpipe
� 	1=2 . One notes the similarity

between Equations 2 and 4 in terms of the exponents of the Weber number (−0.52 vs. −0.6) and the coef-
ficients multiplying the Weber number (14.05 versus A = 15) . For situations with dead oil (i.e., density
close to that of water) and orifices smaller than dmax, the two equations give essentially the same results.
Similar to the approach of Johansen et al. (2013), Li et al. (2017) assume the oil DSD to be fit by the log-
normal distribution, the variance of which is estimated from data. In addition, the Li et al. (2017) correla-
tion requires that the oil properties used in Equation 4 to be those of dead oil (i.e., the oil under
atmospheric conditions), and thus, there does not seem to be a means to account for the density of live
oil at different depths.
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Both correlation models are expedient for obtaining the d50.
However, they do not provide a physically based approach for obtain-
ing the oil DSD. This could become an issue when the d50 obtained
from Equation 2 or Equation 4 is close to dmax, and thus, the DSD
would have to be truncated above dmax. For example, to maintain
the d50 given by Equation 4, Dissanayake, Crowley, et al. (2018) used
a truncated distribution at dmax, where all diameters larger than dmax

were placed at dmax. In addition, the formation of micron‐sized dro-
plets due to tip streaming cannot be captured.

The VDROP‐J model is a population model for predicting the oil dro-
plet size distribution from multiphase jets (Zhao, Boufadel,
et al., 2014). It combines the droplet population model VDROP
(Zhao, Torlapati, et al., 2014) that applies to a control volume, with
correlations for jet/plume properties in the near field (within 100 dia-
meters from the orifice). The population model VDROP accounts for
the simultaneous breakup and coalescence of oil droplets. Breakage
is assumed due to the dynamic pressure resulting from isotropic
turbulence and is accounted for using a breakage frequency, g(di)

given by g dið Þ ¼ Kb

Z
ne

Sed u2e þ u2d
� 	1=2

BE di; de; tð Þdne where Sed is

the cross section area between a droplet of size di and an eddy of size de. The terms ue and ud are the

speeds of an eddy and a droplet, respectively. The term BE is the breakage efficiency given by BE di; de; tð Þ

¼exp −
1
c1

Ec þ Ev

e

� �
 �
where Ec and Ev are the resistance energies to breakup due to surface tension and

droplet viscosity, respectively; e is the energy of an eddy and “c1” is an empirical constant of order 1.0.
The term Kb is an empirical constant discussed below. Similar to various population models, VDROP
assumes that only eddies of comparable and smaller size than the droplet break it, while eddies larger
than the droplet would advect it (Prince & Blanch, 1990; Tsouris & Tavlarides, 1994). This is obviously
a mathematical convenience as eddies a few folds larger than the droplets are still expected to break it.
Even larger eddies could break up a droplet in what is known as viscous turbulence. Studies (Eastwood
et al., 2004; Martínez‐Bazán et al., 1999a) argued for an approach where all the eddies can break the bub-
ble and obtained a breakage frequency using all the eddies in the domain. Their approach resulted in a
breakage frequency that decreases with the bubble diameter, which means that the probability of breakup
of large bubbles is smaller than that of smaller bubbles, which is not expected.

In the vast majority of works on population models, the resistance to breakup was assumed to occur due to
interfacial tension (i.e., the Weber number), the exception is the VDROP‐J model, which includes the viscous
resistance formulation (the letter V in VDROP refers to viscosity) based on the works of Calabrese et al. (1986)
and Baldyga and Podgórska (1998). Baldyga and Podgórska (1998) accounted for the role of droplet viscosity
through an elongation time prebreakup of droplet and assumed that droplets break up when their length is
equal to double their initial diameter. They also considered the impact of intermittency, that is, the occurrence
of rare large pulses of the energy dissipation rate. Using a multifractal representation of turbulence (Frisch &
Parisi, 1985), they argued that given sufficient time, the rare energy dissipation pulses would interact with the
whole droplet population and reduce the droplet size even further. In this regard, they viewed the commonly
measured DSDs to be quasi‐stable that would converge to the asymptotically stable DSD given sufficient mix-
ing time. The model of Baldygha and Podgorska considered that only eddies of equal size to the droplet would
break it, but they integrated the dynamic pressure resulting from the whole multifractal spectrum (Anselmet
et al., 1984; Meneveau & Sreenivasan, 1987) and applied it to the droplets of that size. Within VDROP‐J (and
VDROP), the coalescence of droplets is captured using a coalescence frequency, h(di, dj) (Luo & Svendsen,
1996; Narsimhan et al., 1979; Tsouris & Tavlarides, 1994), where di and dj are any 2 diameters.

The correlations used within VDROP‐J model to move conceptually the control volume downstream along
the jet centerline were obtained based on the hydrodynamics of miscible jets, and they include the change

Figure 7. Illustration of the fluid parcel moving along the jet trajectory. The
terms V, n, u,α andε represent the volume, number concentration of droplets,
velocity, holdup, and energy dissipation rate, respectively. Taken from Zhao,
Boufadel, et al. (2014).

10.1029/2020RG000703Reviews of Geophysics

BOUFADEL ET AL. 12 of 40



along the centerline jet velocity (Figure 3a), flow rate (due to entrainment of ambient liquid), and jet energy
dissipation rate (Figure 3b). The oil mass is moved downstream of the jet (Figure 7) by advection (i.e., by the
centerline velocity), where the model VDROP is solved using the upstream DSD and the local properties (oil
holdup and energy dissipation rate) as input to obtain the DSD at the current distance x/dpipe. The VDROP‐J
model was validated in a two‐step approach. The first consisted of comparing the VDROPmodel to data from
reactors at transient and steady state (Zhao, Torlapati, et al., 2014) and the second after combining the
VDROP model with the jet/plume correlation relations (Zhao, Boufadel, et al., 2014).

The impact of dispersant on the overall oil DSD has been modeled by updating the oil water IFT using a
value based on laboratory experiments with the predicted dispersant to oil ratio. Micron‐sized droplets
resulting from tip streaming cannot be captured by correlations of Equation 2 or Equation 4. Using
VDROP‐J, Zhao et al. (2017) introduced a module within VDROP‐J to simulate tip streaming using a “mass

transfer” formulation; the decrease of the total mass of oil droplets with diameter di,Mdi was given by
dMdi

dt
¼−ktipJ0, where J0 is the mass flow rate leaving the mass Mdi and ktip is a mass transfer coefficient (dimen-
sionless) that depends on the hydrodynamics around the droplet and the interfacial tension in the jet. The
mass that sloughs off the droplet, was assumed to be Gaussian centered at 2.0 microns.

The decrease in pressure from live oil could play an important role if the pressure drop is rapid. Experimental
works indicate that a decrease in pressure by 3 to 10 bars across a millimeter size orifice could cause the dis-
integration of a live oil droplet (Malone et al., 2018). Other experiments along the same vein were conducted
by Pesch et al. (2020) who showed the droplet increasing in size due to the expansion of the gas within it.
These experiments were conducted from small orifices under laminar conditions. The role of gas expansion
under turbulent conditions is not known, as the dynamic pressure of turbulence would cause the live oil dro-
plets to break during expansion.

5. Plume and Multiphase Plume Dynamics

The concept of a buoyant plume originated with studies of cloud physics by Morton et al. (1956), who pro-
posed the integral approach to the governing equations of the plume evolution. This approach solves for the
cross sectionally averaged quantities of volume flux, momentum flux, and buoyancy flux, and formulation of
the governing equations relies on the assumption of self‐similarity: Horizontal profiles of velocity and con-
centration have the same shape at all heights in the plume, and distance along the plume is the only relevant
geometric length scale. A key success of these early models was in their turbulence closure. In a homoge-
neous, unbounded domain, jets and plumes spread with a constant spreading rate and are strictly self‐
similar. Morton et al. (1956) showed that this is also equivalent to a constant entrainment coefficient, α, that
relates the velocity of the inward flow, caused by the entrainment of ambient fluid, to a characteristic, axial
velocity in the plume. This more general turbulence closure scheme allows integral models to be applied in
cases where self‐similarity breaks down, as in the atmosphere and oceans when density stratification is pre-
sent. The ambient stratification imposes a second geometric length scale on the problem, the height of the
intrusion layer, violating the requirements for self‐similarity. Morton et al. (1956) demonstrated that, none-
theless, entrainment models based on self‐similarity could predict plume dynamics through to the intrusion
formation even in stratified environments; see also a review of the entrainment hypothesis in Turner (1986).
These early concepts have grown into a whole field of study for continuous‐phase buoyant jets and plumes
(Jirka, 2004; Jirka & Domeker, 1991; Lee & Cheung, 1990; Lee & Chu, 2003; Lee & Jirka, 1981; Whitehead
et al., 1996; Woods, 2010).

Shortly after introduction of the integral model approach to jets and plumes, models were adapted to multi-
phase plumes (see also section 7), involving water as the ambient reservoir and bubbles or droplets as the
dispersed phase. Bubble plumes were of interest for their natural occurrence in nature and for engineering
applications in reservoir aeration, bubble breakwaters in harbors, bubble currents to contain oil slicks in the
ocean, and in chemical engineering mixing processes (Milgram, 1983; Socolofsky & Rehmann, 2013).
Kobus (1969) measured entrainment in bubble plumes, and the first integral models developed for bubble
plumes using the entrainment hypothesis were by Cederwall and Ditmars (1970). These models recognized
that buoyancy moves with the rise velocity of the dispersed phase; hence, the buoyancy transport in the
momentum conservation equation was formulated with the mean plume velocity and an added bubble
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slip velocity. Because entrainment is quite large, these bubble plumes were assumed to be dilute so that the
void fraction could be ignored in the conservation of mass. Hence, integral models of multiphase plumes
resemble single‐phase models with an added slip velocity accounting for the transport velocity of the dis-
persed phase in the momentum conservation only.

From the first observations in bubble plumes (Cederwall & Ditmars, 1970; Kobus, 1969), it was recognized
that themultiphase plumes were not strictly self‐similar. This was evident by the fact that in a uniform ambi-
ent reservoir bubble plumes do not spread out with a constant spreading rate. Milgram (1983) proposed the
first comprehensive integral model of a multiphase bubble plume and collected a wealth of observation data
from the literature for model validation. He accounted for the nonuniform spreading rate through a variable
entrainment coefficient, which he computed from laboratory observations and which he correlated with a
type of bubble Froude number FB, given by

FB¼χ2=5
LB

LD
where χ is the centerline void fraction, LB is a measure of the mixing distance of bubble motion

represented as LB¼ Q2
p= gχ2ð Þ

h i1=5
, and LD is a characteristic distance between bubbles represented as

LD= [σ/(g(ρ− ρp))]
1/2/χ1/3; Qp is the gas flow rate at the source, g is the acceleration of gravity, σ is the inter-

facial tension of gas‐water, ρ is the water density, and ρp is the gas bubble density at the release. Later, the
mathematical reason for the lack of self‐similarity was recognized by Bombardelli et al. (2007). Because
the dispersed phase introduces a new velocity scale (i.e., the slip velocity), a second geometric length scale
emerges even in a homogeneous environment. This scale, Ldispersed, combines the buoyancy flux of the

plume Bf with the slip velocity us in the form of Ldispersed¼Bf =u3s¼g ρ − ρp
� �

=ρ
� �

Qp=u
3
s . Hence, as bubbles

slip through the plume, they exert their influence over a length proportional to LD. Despite the lack of strict
self‐similarity in bubble plumes, like single‐phase plumes in ambient stratification, integral models based on
the entrainment hypothesis still performed well in predicting their time‐averaged, bulk dynamics.

Integral models of multiphase plumes were extended to density‐stratified ambient environments for applica-
tion to aeration in stratified reservoirs (Asaeda & Imberger, 1993; Wüest et al., 1992) and to understand the
dynamics of possible subsea oil well blowouts in deepwater (McDougall, 1978). As explained in section 1,
stratification gives rise to intrusion formation, and for multiphase plumes, the dispersed phase may not fol-
low the entrained water into the intrusion. Both Asaeda and Imberger (1993) and McDougall (1978) per-
formed laboratory experiments for bubble plumes in stratification and proposed integral models with an
inner plume of bubbles and entrained water and an outer plume of water only that contributed to the intru-
sion formation. The algorithm to detrain inner plume water and feed the outer plume was further refined by
Crounse et al. (2007). These double‐plume integral models would effectively predict the intrusion height of
the detraining water and, given the necessary initial conditions at the top of the peeling region, could predict
multiple sequences of intrusion layers as the bubbles continued to form new plumes above each intrusion
layer.

Asaeda and Imberger (1993) and McDougall (1978) proposed different combinations of the governing para-
meters controlling the plume dynamics. In both cases, because they were interested in finite‐depth reser-
voirs, these parameters included the water depth H and the buoyancy frequency of the ambient

stratification N, given by N¼ −g
ρ

∂ρ
∂z

h i1=2
where z is the vertical coordinate, positive upward. In their analysis,

a key parameter was the ratio of the water depth to the characteristics length scale of the intrusions LT¼
B
N3

h i1=4
. Socolofsky and Adams (2002, 2003, 2005) performed similar experiments for bubble plumes in den-

sity stratification and considered deep water, where the trap height would be much less than the water
depth, hence ignoring the water depth, H. They proposed an alternative governing parameter in bubble

plumes, which can be viewed as a ratio of LT/LD, in the form of the velocity ratio UN¼ us

BNð Þ1=4
. Using this

scaling, Socolofsky and Adams (2003, 2005) correlated observations of trap height, peel height, and peeling
flux expressed in nondimensional form with UN. When using these data for model validation, Chu and
Prosperetti (2017) point out that the trap height is fundamentally different from the neutral level
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predicted by integral models and suggest approaches to make proper model‐data comparison. Chu and
Prosperetti (2019) further point out the importance at the field scale of dissolution and pressure expansion
during plume rise on plume structure for droplet and bubble plumes. These effects vary with depth and dis-
persed phase but generally depend on the dissolution rate compared to the rise time to the neutral level, the
effect of the dissolved material on the density of the entrained ambient water, and on the ratio of the dis-
persed phase slip velocity to a characteristic plume fluid velocity. Integral models that include these effects
(e.g., dissolution, pressure expansion, and multiple phases) are discussed in more detail in section 7.

Socolofsky and Adams (2002) considered the effects of crossflow on bubble, droplet, andmultiphase plumes.
They showed that water entrained near the source of the plume will rise some characteristic distance LS, but
if the slip velocity of the dispersed phase is large enough, the continuous phase will separate from the dis-
persed phase and enter the wake of the plume. They also showed that faster‐rising bubbles or droplets will
be found at the upstream side of the plume, whereas smaller bubble or droplets will be swept to the down-
stream side of the plume. This process was called fractionation. Taken together, these observations demon-
strated that multiphase plumes differ from single‐phase plume by the independence of the dispersed phase
particles: Their rise velocity allows them to follow a different path from the entrained continuous‐phase
fluid, and this can result in multiple intrusions forming in stratified conditions and separation of the
entrained water to the wake of the bubble column in a crossflow.

The balance between momentum of the spill jet and buoyancy of the oil and gas in the jet can be clearly seen
in images obtained by the ROV of the spill flow from the broken riser pipe as it laid on the seafloor (McNutt
et al., 2011). At this time of the spill, before 3 June 2010, about 70% of the oil spill exited horizontally from the
broken riser pipe. Within the image frame of a single ROV field of view, the oil and gas jet turned 90° upward
and began to rise vertically. The transition length scale frommomentum‐dominated jet behavior, character-
ized by the horizontal flow, to buoyancy‐dominated plume behavior, characterized by vertical ascent, is

given by the jet‐to‐plume length scale LM, given by LM¼M3=4
0

B1=2
0

where M0 is the initial kinematic momentum

flux, given byM0 = u0Q0 and B0 is the initial kinematic buoyancy flux, given by B0 = (g(ρ− ρ0)/ρ)Q0; u0 is the
initial velocity of the jet,Q0 is the initial flowmixture flow rate of effluent, ρ0 is the initial density of the efflu-
ent. For the DWH accident, LMwas on the order of 1 m, from which we can deduce that the initial buoyancy
flux was greater than the initial momentum flux, and momentum was negligible. Moreover, the buoyancy
flux of the DWH (Socolofsky et al., 2011) was some 10 to 100 times stronger than that associated with field
of deep‐sea thermal vents and chimneys (Lavelle, 1997). This also has important implications for determin-
ing the initial conditions of the spill plume and for gas bubble and oil droplet breakup, as the decay of tur-
bulent dissipation rate is slower for a plume than a jet. Integral models capturing these equations were
developed in early 2000s following (and based on) the DeepSpill experiment, which was conducted in 840
m water depth in the North Sea in the summer of 2000 (Johansen et al., 2003). Laboratory experiments
included the work by Socolofsky and Adams (2002, 2003, 2005) on multiphase plumes and Masutani and
Adams (2001) on bubble and droplet breakup in jets. Two integral models emerged, and both applied a
Lagrangian approach to solving the integral equations (see, e.g., Lee and Chu, 2003). DeepBlow was devel-
oped by Johansen (2000, 2003) and included ambient stratification, gas dissolution, and separation of gas
bubbles from the entrained plume of oil and seawater by the ambient currents. Clarkson Deep Oil and
Gas (CDOG) grew out of models by Yapa and his research team (Yapa & Li, 1997; Yapa & Zheng, 1997;
Zheng & Yapa, 1998). Both the DeepBlow (Johansen, 2003; Johansen et al., 2003) and CDOG (Chen &
Yapa, 2003; Yapa & Xie, 2002; Zheng et al., 2003) models have been validated to the echo sounder data col-
lected during the DeepSpill experiment. Several conclusions related to oil well accidents in deepwater
stemmed from this exercise. First, the buoyant plume of oil, gas, and seawater formed an intrusion close
to the seafloor. Though not directly observed, this was predicted by DeepBlow and CDOG, and intrusion for-
mation is a reliable capability of these models, validated to a wide range of other laboratory data. The intru-
sion formed rapidly despite the weak ambient stratification because of the large entrainment rates that occur
in strong crossflow resulting in a rapidly diluted plume. Hence, the majority of the oil droplet transport was
by passive drifting with ambient currents and not fueled by a buoyant plume. Second, the oil first appeared
on the surface much later than predicted by the computer models. This occurred because the modelers had
used rise velocity predictions for clean bubbles rather than for dirty bubbles. Naturally occurring chemical
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surfactant readily colonize bubble‐water interfaces in the laboratory and the field. As bubbles contaminated
with surfactants rise, the surfactants get pushed toward the lee of the bubble, setting up a gradient of surfac-
tant concentration on the bubble‐water interface. This nonuniform surfactant concentration results in
Marangoni forces, which resist the free slip of the bubble‐water interface with the ambient water, causing
the bubble to have a no‐slip boundary condition with the water. This increases the drag of the bubble, redu-
cing its rise velocity, and shuts down internal circulations within the bubble, also reducing the mass transfer
rates as internal convection ceases. When correlations for rise velocity for dirty bubbles were used (e.g., from
Clift et al., 1978), the models agreed with the surfacing times observed in the field (Chen & Yapa, 2003;
Johansen, 2003; Johansen et al., 2003). Third, because most of the vertical transport of the oil droplets to
the surface was by passive advection in the ocean water column, the surface slick was distributed over a large
area and was thin and diffuse (Johansen et al., 2003). Once the oil surfaced, it readily evaporated and was
entrained by wind and wave action throughout the upper mixed layer; only 17% of the oil was found floating
on the surface (Johansen et al., 2003). Because of the thin, diffuse sheen at the surface, each experiment dis-
sipated quickly, and no in situ response was required to mitigate each experiment. The overall conclusion of
the DeepSpill Joint Industry Project was that the oil spill models could adequately predict the dynamics and
that much of the spill oil would remain suspended in the ocean water column or in thin, surface sheens.

5.1. Effects of Earth's Rotation

Recently laboratory studies have also considered the effect of Earth's rotation on the near‐field plume of the
DWH. The hint that planetary rotation could play an important role in DWH‐type plume dynamics came as
a surprise, given the scales that describe the setting. The importance of rotation relative to other dynamics is

typically measured by the Rossby number given by Ro¼U
fL

where U is a velocity scale, f = 2Ωsinθ measures

the effective local background rotation (Ω is the rotation rate of the Earth and θ is latitude), and L is a length
scale. Small Rossby numbers indicate rotational dominance. Buoyancy flux of the plume B, rotation f, stra-
tification frequency N, and depthH are the essential parameters for a buoyant plume, and dimensional ana-
lysis leads to the buoyant velocity (BN)1/4 and a second definition of the Rossby number using this velocity
scale, Ro = N/f (Frank et al., 2017). Based on the latitude of the DWH (27.8°N) and the local stratification
(N= 1.5 × 10−3s−1 taken from Socolofsky et al. (2011)), the local Rossby number is ~20, a value that in tradi-
tional rotational fluid mechanics studies would suggest rotation can be ignored. The duration of DWH at
87 days, on the other hand, gives rotation ample time to present itself. There were also hints from previous
laboratory studies, most notably Helfrich and Battisti (1991), about the importance of weak rotation in
plume development, although the largest Rossby number they studied was 4.3.

Frank et al. (2017) conducted a number of lab plume studies in a ≈ 1.0 m diameter tank rotating around its
axis at 0.1 to 1 rad.s−1. They released saltwater downward and observed the precession. Their results con-
firmed the existence of the precession, albeit in unstratified conditions, and proposed a model for the steady
precession based on mechanics similar to those of a spinning top. Their model predicted a precession rate
that matched well with their experimental results. They also argued that plume precession was unavoidable
regardless of how large the Rossby number, that is, nomatter howweak the background rotation as long as it
does not vanish. What required was that the plume release be sustained for intervals longer than the rotation
period, which clearly emphasized the role played by the 87 day DWH duration. They also reasoned that the
existing Rossby number measures were irrelevant to the problem, as they focused on the transit times of
buoyant elements released at the wellhead, rather than on the duration of the event.

5.2. Detailed Observations of Multiphase Plumes

The increasing complexity of integral models and growing capability of computational fluid dynamics (CFD)
models in the early 2000s drove laboratory observations beyond observation of bulk properties and toward
an understanding of velocity and turbulence field in bubble plumes. Seol and Socolofsky (2008) developed
a method to apply particle image velocimetry (PIV) to bubble plumes and reported the mean velocity field
for bubble plumes in Seol et al. (2007). Seol et al. (2009) also observed the unsteady behavior of bubble
plumes in stratification and showed that bubble plume wandering in large reservoirs results from interaction
of the bubble column with large, turbulent coherent structures in the entrained ambient fluid. Bryant
et al. (2009) used vortex‐identification methods to characterize the turbulence in a bubble plume. They pro-
posed that the modification to the turbulent energy cascade observed in their experiments and by others
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(Bolotnov et al., 2008; Lance & Bataille, 1991; Rensen et al., 2005; Rensen & Roig, 2001; Simiano et al., 2006)
results from turbulent energy production at the bubble scale. When this energy production falls within the
inertial scale of the overall plume turbulence, the slope of the energy spectrum decreases from the classical
−5/3 slope, though these experiments could not measure to the Kolmogorov scale of the bubble wakes.
Hence, turbulence modeling of multiphase plumes will by necessity include some type of multiscale model-
ing to capture the turbulence production from the bubble‐wake scale to the scale of the whole plume.

Methods to measure the full‐field fluid motion of water in a multiphase bubble plume were just becoming
mainstream when the DWH accident occurred (e.g., Simiano et al., 2006; Seol et al., 2007; Seol and
Socolofsky, 2008; Bryant et al., 2009). These previous studies were effective at measuring the time‐average
velocity field but, unless very high spatial and temporal resolution were used, could not resolve the turbu-
lence down to the Kolomogorov scale. Other past studies applied laser Doppler anemometry to a single point
in a bubbly flow (e.g., Lance and Bataille, 1991) but were limited to low void fraction and required significant
time to traverse a plume. Lai and Socolofsky et al. (2019) applied a new acoustic Doppler velocimeter that
can take a short profile along its measurements volume (the Vectrino II by Nortek). Although previous appli-
cations of traditional acoustic Doppler velocimeter technology did not work well in bubbly flow, Lai and
Socolofsky et al. (2019) showed that the Vectrino II could accurately measure the water‐phase velocity in
a bubble plume. Their measurements had 1 mm spatial resolution and were sampled at 50 Hz in a bubble
plume with 1–4 mm diameter bubbles at void fractions from 0.7% to 1.8%.

Analysis of the turbulent velocity time series by Lai and Socolofsky et al. (2019) revealed several insights on
the turbulent kinetic energy budget in a bubble plume. First, the probability density functions of the turbu-
lent fluctuations and the characteristic frequency at which bubbles inject turbulent kinetic energy into the
flow are similar to these properties measured in bubble columns, where there is no mean flow or shear
entrainment. Second, the liquid turbulence is anisotropic, owing to the presence of the bubble wakes, with
the turbulence intensity in the axial direction around twice the horizontal component values. Third, the tur-
bulent kinetic energy production by air bubbles is much larger than that produced by mean shear at the edge
of the bubble plume. And, fourth, more of the available work done by bubbles goes into the mean flow than
into turbulent fluctuations on the plume centerline; whereas at the edges of the bubbly region, the mean
velocity is low, and more of the work done by bubbles goes into turbulent fluctuations than the mean flow.
They also observed three characteristic signatures in their time‐series data: About 1% of the data represented
direct passage of a bubble and the resulting high, negative fluid velocity filling its void after passage (this
fraction also corresponds with the void fraction in the plume); about 10% of the data were in bubble wakes
with velocities similar to the rise velocity of the bubbles, and the remaining approximately 90% of the data
were in the turbulent liquid between bubble wakes and comprising the time‐average Gaussian profile typi-
cally observed in buoyant plumes.

Observations of the bulk plume properties and their modulation by turbulence for an oil jet in crossflow
was also conducted by Murphy et al. (2016). In these experiments, crude oil jets of droplets were created
from a moving nozzle for oil with and without a pretreatment of chemical dispersant. Dissanayake,
Gros, et al. (2018) determined that the contraction coefficient of the sinusoidally shaped nozzle was
0.4. Results without dispersant were similar to experiments in Socolofsky and Adams (2002), with lar-
gest oil droplets rising out of the plume and following trajectories given by the superposition of their
terminal slip velocity and the ambient crossflow. Smaller oil droplets remained in the main plume,
and when dispersant was injected, oil remained within the turbulent boundary of the plume far
downstream.

Murphy et al. (2016) measured both the evolution of the droplet size distribution, using holography, and the
dominant flow features of the plume, using PIV. Their results showed the importance of the classical
counter‐rotating vortex pair that typify a buoyant plume in crossflow (Jirka, 2004; Lee & Cheung, 1990;
Lee & Chu, 2003). They also observed vertically oriented wake vortices on the bottom edge of the plume,
typical of buoyant plumes in strong crossflow. They apply a trapping function from Friedman and
Katz (2002) to determine the sizes of oil droplets that would be expected to be trapped within the
counter‐rotating vortex pair dominating the main flow of the plume. At a position around 1.50 m (400 orifice
diameters) downstream of the orifice, 95% of the droplet sizes measured within the counter‐rotating vortex
pair are smaller than the critical diameter computed for trapping from their trapping function. This method
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considers drag, lift, pressure gradients, inertia, added mass, and buoyancy and appears to accurately predict
the trapping potential of these vortices.

Similarly, Chan et al. (2015) considered the trapping potential of the intrusion formation of a buoyant, multi-
phase plume in stratified crossflow. They used solid glass spheres as the dispersed phase and measured the
spread of these spheres as they settled out of the intrusion layer. In these experiments, the particles initially
spread out as the inner plume fluid detrains to form the downdraught plume. Depending on their rise velo-
city, the particles either continue into the intrusion layer with the continuous‐phase fluid and settle out far
downstream of the release, or they quickly rise out of the top of the plume and settle close to the release
point. Chan et al. (2015) compared their results using the nondimensional slip velocity introduced by
Socolofsky and Adams (2002). Applying their correlation to the DWH, one can predict that droplets of order
100 μm and smaller may be advected into the intrusion layer, whereas larger droplets would rise out of the
detrainment region and advect to the sea surface close to the release point. Observations by Ryerson
et al. (2011, 2012) support the conclusion that much of the oil release from DWH was in larger oil droplets,
surfacing less than 2 km offset from the wellhead. Holographic camera images reported in Li and
Vinhateiro (2015) also showed that small droplets of sizes 300 μm and smaller were transported into the
intrusions. These observations corroborate these laboratory observations and their implications on the
forces controlling droplet transport in plumes. However, because the droplet size distribution was not mea-
sured at the wellhead during DWH, more detailed conclusions require process‐oriented simulation models.

5.3. Field Studies and the Effects of Gas Hydrates

Natural gas hydrates proved to be a major problem during the DWH accident, impacting the design and
implementation of most all wellhead intervention measures. For example, the coffer dam failed due to its
rapid filling and plugging with gas hydrate. At the same time, Anderson et al. (2012) showed that it was
the formation of a physical surface where gas could collect that promoted hydrate growth for response activ-
ities. They showed that within the blowout plume itself, conditions were not favorable for hydrate formation
due to the large dilution by entrainment of ambient seawater. Hence, it remained unknown whether
hydrates played any role in controlling the fate of oil and gas released into the environment from the DWH.

The first laboratory study to consider this problem was conducted using a high‐pressure water tunnel by the
U.S. National Energy Technology Laboratory (Warzinski et al., 2014). They injected single bubbles into a
counter‐flowing, downward current and could suspend bubbles in a conical expansion. They imaged the
bubbles using a single, high‐speed camera. From the camera video, they could track the bubble shrinkage
rate over time and image the formation of hydrate shells on the bubbles. When the hydrate shell formed,
the wave oscillations on the bubble‐water interface ceased, and the bubbles appeared to be frozen in shape
(rigid). This occurred even after a very thin film of hydrate formed. Warzinski et al. (2014) reports on the
detailed observations of a methane bubble that undergoes hydrate formation. Because of the fact that
hydrate does not form readily in the laboratory until the background dissolved gas concentration in the tank
reaches the solubility of the methane hydrate and because of uncertainty in tracking the shrinkage rate of
bubbles with a single camera, detailed dissolution rates could not be reported. However, this study did show
the interesting hydrate plate dynamics of hydrate‐armored bubbles and pioneered a new measurement
method for identifying hydrate on bubbles in the ocean.

Wang and Socolofsky et al. (2015) capitalized on this method to design a new imaging system to study
hydrates on bubbles released from subsea natural gas seeps. They mounted two high‐speed cameras in a
stereoscopic arrangement so that they could have reliable image scale measurements over a large depth of
field. They validated the system in the laboratory (Wang & Socolofsky, 2015) and deployed the system from
the ROV Hercules on the E/V Nautilus in Wang et al. (2016). The Wang et al. (2016) paper reports on their
research cruise to Mississippi Canyon lease block 118 and Green Canyon lease block 600, both primarily
thermogenic gas seep systems at about 950 m depth on the continental flow of the Gulf of Mexico.

Wang et al. (2016) uncovered several important insights related to bubble dynamics at natural seeps. At all
seep sites, hydrates formed quickly on the bubble‐water interface (within <2 m of rise above the seafloor),
and bubbles appeared similar in shape to those simulated by Warzinski et al. (2014). The water depth corre-
sponding to the onset of gas hydrate stability was about 370m depth or 590m above the sea floor; the hydrate
subcooling at the release was about 12.5°C. Gas bubble sizes were also similar at each seep site, with the
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median bubble diameter ranging from 3 to 5 mm. Measured bubble rise velocities were significantly slower
than those predicted by empirical equations (Clift et al., 1978). This could not be attributed to the higher den-
sity of the thin hydrate shell. Instead, because they collected stereoscopic data, the three‐dimensional trajec-
tory of each bubble in the water column could be tracked. Fast‐rising bubbles, those that matched
correlations in Clift et al. (1978) followed helical paths, while bubbles 40% slower than predictions from
Clift et al. (1978) followed zig‐zag paths, locked to a single, vertical plane. This dependence of the rise velo-
city on the bubble path had been observed previously in the laboratory by Wu and Gharib (2002) and
Tomiyama et al. (2002), and this behavior appears to be a completely random (unpredictable statistics) result
of the instability of the bubble at formation at the release.

The bubble size measurements were made at the sea floor and following the bubble column up to 250 m
above the seafloor (Wang et al., 2016). Shortly above the seafloor, the bubble column spread out enough that
only part of the full plume could be imaged at each height. Measurements focused on the larger bubbles that
follow similar paths along the upstream edge of the bubble column. Comparing the bubble size distributions
at each height, they could evaluate a shrinkage rate and, after accounting for gas expansion by pressure
relief, the shrinkage rates compared to predictions from empirical formulas for mass transfer in Clift
et al. (1978). Bubble shrinkage rates at the seeps surveyed inWang et al. (2016) agreed well with dirty bubble
mass transfer rates andwere significantly slower than the rates for clean bubbles. Zhao, Boufadel, et al. (2016)
used the VDROP‐J model to track the bubble size distribution of bubbles from a bubbly jet and found that
dissolution in the surrounding converts a bimodal distribution into a monomodal distribution. Essentially
small bubbles disappear rapidly, and the large bubbles decrease in size to occupy an intermediate model
of the initial bubble size distribution.

Wang et al. (2016) also analyzed the spreading rate of the bubble column with height above the seafloor.
Buoyant jets and plumes spread out linearly with height, with a spreading rate of order 0.1 m spread per
m of rise. Bubble columns emanating from these natural seeps spread out at amuch slower growth rate, indi-
cating that their spreading is not dominated by a shear entrainment process. Wang et al. (2019) further ana-
lyzed this problem in the laboratory, studying the dynamics of bubble plumes with similar source flow rate
and bubble size to the natural seeps observed in Wang et al. (2016). Wang et al. (2019) showed that the
spreading rate of the bubble column followed a power law expansion rate proportional to z1/2, which is indi-
cative of diffusive spreading. They further showed that bubble columns from weak plumes, like natural
seeps, grow by an apparent turbulent diffusivity related to the lateral excursion of the wobbling bubbles
and that their dynamics cannot be predicted by a classical integral model based on entrainment.

Several conclusions for oil well blowout plumes can be derived from these studies. If hydrate formation is
present, it will likely result in a thin, plated shell on the bubble water interface. This shell gives the bubble
a frozen (rigid) physical structure, similar in character to dirty bubbles with a no‐slip boundary condition.
Their rise velocities and mass transfer rates, therefore, should be expected to either agree with those of dirty
bubbles or perhaps yield lower values due to the potential that the hydrate film limits mass transfer of the
free gas inside the bubble to the ocean water column (and thus the droplet does not decrease much in size).
Rise velocities may also be lower if bubbles follow a zig‐zag, rather than helical, rise path. Natural seeps, hav-
ing small gas fluxes, show almost not entrainment and their dynamics are described by the Lagrangian rise
of individual bubbles. This is similar to the predicted behavior of gas bubbles and oil droplets rising out of the
intrusion layer of an oil well blowout plume. These weak plumes do not exhibit entrainment and instead
spread out by the apparent turbulent diffusion of the wobbling trajectories of the bubbles and the diffusivity
of the ambient turbulence. This lends added support to the hypothesis that particle transport above the
initial intrusion of a multiphase plume in stratified crossflow may be modeled as passive Lagrangian
transport.

5.4. Computational Fluid Dynamics Models

In recent years, the continual growth of computing power has made the CFD approach a feasible tool for
studying the detailed fluid dynamics in various complex environmental and engineering flows. A CFD
approach usually involves numerically solving the three‐dimensional Navier‐Stokes equations of a certain
form (which varies with the choice of the specific CFD technique). Based on the range of scales directly com-
puted, the CFD models may be categorized into three major types, that is, the RANS model, the LES model,
and the direct numerical simulation (DNS) model (Lesieur & Metais, 1996; Meneveau & Katz, 2000; Moin &
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Mahesh, 1998; Pope, 2000). RANSmodels compute only the evolution of themean plume, with the turbulent
transport unresolved but parameterized by different closures, mostly the k‐εmodel. For engineering applica-
tions, many CFD tools are built upon the RANS model considering its low computational cost required for
only capturing the mean flow, but the detailed turbulence structures cannot be obtained. Conversely, DNS
models attempt to directly resolve the turbulence motions at all the relevant scales (ideally down to the
Kolmogorov scale), therefore, do not require a closure for the turbulent transport. However, the high com-
putational cost required by DNS makes it suitable to simulate only the low Reynolds number plumes, useful
for canonical studies but infeasible for practical applications. Falling between RANS and DNS, LES models
are able to directly resolve a range of large‐ and intermediate‐scale turbulent motions (with a cut‐off scale
depending on the numerical grid resolution) and only requires modeling the unresolved subgrid‐scale effect.
LES combines the advantages from the RANS and DNS concepts and has evolved into a promising tool for
simulating various engineering and environmental flow problems. As the subgrid scale of the LES decreases,
LES results approach those of DNS.

As the experimental work would suggest, the fundamental issues for numerical simulation of dispersed
flows are turbulence closure and bubble/droplet modeling. Regarding the former, at the time the DWH spill
occurred, there was already a consensus on the limitations of RANS simulation together with isotropic tur-
bulence closure to predict dispersed flows. Despite some relevant RANS‐based studies (e.g., Laın et al., 2002;
Sokolichin et al., 1997), LES became the prevalent modeling approach for practical multiphase flow scenar-
ios with the arrival of the new century. A good review of research conducted before DWH on LES for dis-
persed flows can be found in Dhotre et al. (2013). DNS before DWH was heavily constrained on the
bubble/droplet count (e.g., Bunner and Tryggvason, 2002, 216 bubbles; Roghair et al., 2011, 16 bubbles).
Methods such as volume of fluid or level set can solve the dynamic interface between the bubble/droplet
and the continuous phase, including break up and coalescence. The inherent complexity and high resolution
needed for these purposes ties the interface‐solving approach to DNS.

Before DWH, LES of dispersed flows showed a steady development, albeit with some general flaws: (a) vali-
dationmerely focused onmean velocities, (b) available data set reduced to the study of single plumes in stag-
nant, nonstratified tanks, and (c) unclear bounds for the modelling assumptions. A popular approach for the
treatment of the dispersed phase in LES is the Eulerian‐Eulerian (EE) method (e.g., Milelli et al., 2001;
Ničeno et al., 2009), in which both phases share a common Eulerian framework. The main assumption is
that the mix of bubbles/droplets with the continuous matrix creates a homogeneous mixture, characterized
by a volume fraction and a density. EE has been successful in predicting the average flow properties and the
large‐scale turbulence, its drawbacks being high numerical diffusion and the omission of key phenomena
such as entrainment. Prior to the DWH spill, there were a small number of works based on the
Eulerian‐Lagrangian (EL) approach (e.g., Hu and Celik, 2008; Mazzitelli and Lohse, 2009; Sungkorn
et al., 2011). EL respects the discrete nature of the dispersed phase, which is displayed in a Lagrangian frame-
work, independent of the computational mesh for the continuous phase. The bubbles/droplets are modeled
using point particles. The interaction between the Eulerian and Lagrangian phase occurs via the implemen-
tation of interfacial forces. Two main issues challenged the application of EL methods: The computational
cost implied in the mapping of the Lagrangian particles and the complex coupling between the two phases.
In the wake of the DWH accident, both EL and EE models experienced significant advancement, improve-
ment, and application to understand the complex flow of the DWH near‐field plume.
5.4.1. Turbulence‐Resolving Models
Following the DWH accident, the LES numerical modeling technique has been successfully applied by sev-
eral research teams to study the detailed flow physics in multiphase buoyant plumes, both at laboratory and
field scale (Chen et al., 2018; Fabregat et al., 2015; Fabregat Tomàs et al., 2016a; Fraga & Stoesser, 2016;
Fraga, Stoesser, Lai, et al., 2016; Yang et al., 2016). These LES studies model the seawater flows as a contin-
uous phase carrier flow using the Eulerian approach by solving the filtered Navier‐Stokes equations and
treat the buoyant particles (i.e., gas bubbles and oil droplets) as the dispersed phase being transported by
the carrier flow. The concentrated particles in turn provide buoyancy force to drive the plume rise upward.
These models differ in the way that the transport of dispersed particles is modeled and can be categorized
into two types. Fraga and Stoesser (2016) and Fraga, Stoesser, Lai, et al. (2016) modeled the dispersed parti-
cles as point particles and solved their motions using a Lagrangian approach by solving the Newton's second
law for each individual particle. This EL modeling strategy allows to track the detailed motions of each
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individual particle and includes the effects of various hydrodynamic forces acting on the particles, for
example, buoyancy, fluid stress, added mass, drag and lift. However, the high computational cost also
limits its application to small‐scale numerical experiments. Nevertheless, many useful physical insights
are obtained from such model to help improve our understanding on the detailed particle dispersions as
well as integral behavior of the plume (Fraga & Stoesser, 2016; Fraga, Stoesser, Lai, et al., 2016).

Instead of tracking the motions of individual particles, Fabregat et al. (2015), Fraga and Stoesser (2016), and
Yang et al. (2016) used a EE strategy for modeling the plume dynamics, in which the transport of dispersed
particles is modeled by solving the Eulerian transport equation of the particle concentration function. These
EE models have been shown to well capture the macroscopic dynamics of the plume for various scales, such
as the peeling and trapping processes when the buoyant plumes interact with the stably stratified ambient
fluid environment, the vertical development of the plume size, and the radial profiles of the vertical velocity.
5.4.2. Eulerian‐Lagrangian LES Models
Fraga, Stoesser, Lai, et al. (2016) developed an Eulerian Lagrangian algorithm (BubLPT) for LES of dispersed
flows and validated it for bubble plumes to the data. The main contribution of this research with regard to its
predecessors was (a) use of a dynamic stencil for the liquid‐gas coupling, (b) use of delta functions (Yang
et al., 2009) for the Eulerian‐Lagrangian transfer of properties, and (c) grid‐independent scaling of the forces.
This new algorithm was used to predict the dynamics of a bubble plume previously studied experimentally
(Lai & Socolofsky, 2019). The results showed a good prediction in terms of first‐order flow statistics, integral
properties of the plume, entrainment mechanisms, and slip velocity.

The limitations of EL‐LES were also explored by Fraga, Stoesser, Lai, et al. (2016). The mesh convergence
showed that beyond a certain bubble‐to‐mesh size ratio, further refinement does not improve the results.
More importantly, Fraga, Stoesser, Lai, et al. (2016) provided validation of the second‐order statistics. The
horizontal turbulent fluctuations showed a remarkable agreement, whereas an important underprediction
was found in the streamwise axis. This difference was attributed to the scale‐separation inherent to bubble
plumes. BubLPT is able to predict the instantaneous turbulent structures generated at the plume's shear

Figure 8. Sample simulations results by Fraga, Stoesser, Lai, et al. (2016) for (a) vortical structures visualized by the Q
criterion in the simulated bubble plume and colored by vertical velocity (left t = 5 s, right t > 20 s), (b) comparison of
simulated and measured normalized root‐mean‐square velocities in the radial direction, and (c) comparison of simulated
and measured normalized root‐mean‐square velocities in the vertical direction. The model captures well the radial
turbulence fluctuations but underpredicts the vertical fluctuations due to a lack of bubble‐generated turbulence in the
numerical simulations. Overall, the model captures well the time‐averaged and radial turbulence properties of the plume.
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layer. However, since the boundary layers of the individual bubbles are not solved, the bubble‐scale wakes
cannot be accurately described by EL‐LES (see Figure 8).

BubLPT was used to study the sensitivity of the bubble plumes to changes in bubble size, diffuser size, gas
flow rate (Fraga & Stoesser, 2016), or presence of a crossflow (Mitrou et al., 2018). It was found that bubbles
self‐arrange in space within the plume according to their sizes, and the structure of the secondary flow
induced by a bubble plume in crossflow was described. Fraga and Stoesser (2016) linked the 3‐D LES data
set with integral plume properties to inform coefficients adopted by integral 1‐D models. The influence of
the bubble size on the entrainment coefficient is particularly relevant.

From a computational perspective, EL algorithms bear the extra challenge of a spatially unbalanced load of
Lagrangian particles, which significantly deteriorates the scalability of regular MPI parallelization. Ouro
et al. (2019) developed hybrid strategies specifically for EL algorithms, achieving speedups on the order of
30–70% when compared to pure message passing interface (MPI) parallelization. However, EL LES remains
constrained to a tractable number of bubbles or droplets and to date has been applied only to study
laboratory‐scale scenarios.
5.4.3. Eulerian‐Eulerian LES Models
LES models based on the EE approach have been applied to laboratory‐scale experiments, idealized
field‐scale experiments, and regions of the full‐scale DWH blowout. At the laboratory scale, Figure 9 shows
some sample results obtained from the Eulerian‐Eulerian LES model of Yang et al. (2016), scaled to the
laboratory experiments in Socolofsky and Adams (2003, 2005). Yang et al. (2016) also combined statistical
analysis to evaluate the turbulent plume entrainment coefficients for application in integral plume models,
and they proposed a new plume peeling process model that is derived based on control volume analysis and
assessed using LES data. The computational efficiency of the Eulerian‐Eulerian model makes it feasible for
simulating real‐scale plumes close to the condition of DWH blowout. For example, Chen et al. (2018) com-
bined the two Eulerian‐Eulerian LES models for the nearfield plume dynamics from the source of the blow-
out at 1,500 m depth and the far field oil plume dispersion in the uppermost 50 m layer of the ocean over
extended horizontal domain of O(10) km (Chen et al., 2016) and studied the effects of dispersant applications
on the vertical and horizontal transport of oil droplets.

Recently, the Eulerian‐Eulerian LES modeling framework is further advanced with additional important
features being incorporated. For example, Aiyer et al. (2019) adopted the method of particle population bal-
ance model (Coulaloglou & Tavlarides, 1977; Prince & Blanch, 1990; Tsouris & Tavlarides, 1994; Wang &

Figure 9. Simulation results for a bubble plume in linearly stratified water from Yang et al. (2016) for laboratory cases
similar to Socolofsky and Adams (2005): (a) bubble concentration and (b) passive tracer concentration; horizontal
lines indicated peel and trap heights from laboratory experiment, which are in good agreement with the numerical
simulations.
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Wang, 2007; Zhao, Boufadel, et al., 2014; Zhao, Torlapati, et al., 2014) and developed a Eulerian‐Eulerian
LES model for simulating polydisperse droplet evolution.

The dispersed phase equations have themselves been studied for their properties. Deremble (2016) used clas-
sical method‐of‐continuation techniques to examine the dependence of azimuthally averaged dispersed
phase structure on background rotation strength. He found with the inclusion of rotation that plume struc-
ture bifurcated from the expected, nonrotating structure to an off‐axis structure that, surprisingly, exhibited
mean down‐drafts directly over the wellhead. Similar structures were found by Fabregat Tomàs, Poje,
et al. (2017). Deremble's solutions also suggested the presence of multiple equilibria, that is, the possibility
that mean plume structure could exist in more than one configuration for identical parameter settings.

Fabregat et al. (2015), Fabregat Tomàs et al., (2016a, 2016b), and Fabregat, Deremble, et al. (2017) examined
numerical solutions of the dispersed phase equations both with and without rotation and in single and mul-
tiphase settings. Their results demonstrated for DWH‐like settings that rotation induced a number of
changes in point source plume structure, from suppression of the so‐called “peel height” to broadening of
the plume width. Perhaps the most profound effect of rotation, however, was the presence of a plume antic-
yclonic precession, that is, an off‐axis tilt to the plume that moved in a clockwise fashion about the wellhead
(see Figure 10). It was this feature that led to the broadening of the plume width. The numerical solutions
allowed for a rather complete diagnosis of the plume dynamics and illuminated the role of background rota-
tion. Specifically, fluid was drawn to the wellhead by the low pressures generated by the buoyant plume
materials near the wellhead. These fluid parcels were imbued with a weak, but nonetheless nonzero, rota-
tion whose source was the planetary background. As water parcels converged on the wellhead, angular

Figure 10. Plume structure in rotational settings. The left column shows a passive tracer distribution, and the right
column shows buoyancy anomaly, both emanating from a point source in the bottom middle of the domain. The top
row is a nonrotating experiment, the middle row has weak rotation (Ro = 40) and the bottom row stronger, if still weak,
rotation (Ro = 10). The DWH setting was characterized by Ro = 20. Note the suppression and broadening of the peel
height and intrusion layer with increasing rotation. Taken from Fabregat Tomàs et al. (2016b).
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momentum conservation resulted in an amplification of their spin into a strong cyclonic flow. This tended to
block the radial influx of new fluid, even while the buoyant fluid over the wellhead was still impelled to
ascend. The plume achieved its needed vertical flux by breaking symmetry and developing the precessing
plume structure. Interestingly, Fabregat Tomàs, Poje, et al. (2017) observed persistent downdrafts over the
wellhead, reminiscent of the structure computed by Deremble (2016), whose radially symmetric off‐axis
solutions could be interpreted as the time averaged structure left behind by a precessing plume.

6. Chemical and Thermodynamic Models of Petroleum Mixtures

Dissolution is critically important both to the gas phase and live‐oil liquid phase petroleum compounds ema-
nating from the spill source (Kessler et al., 2011; Ryerson et al., 2011, 2012). Integral models already consid-
ered the nonideal behavior of gas at high pressure (Johansen, 2003; Zheng et al., 2003) and dissolution
(Zheng & Yapa, 2002) because these processes are necessary to accurately predict the buoyancy flux in the
oil and gas plume and the subsequent Lagrangian transport above the intrusion layer as pressure decreases
as the bubble rise in the ocean. However, because dissolution only weakly affects buoyancy for the liquid
petroleum phase, dissolution from the complex mixture of petroleum chemicals in a live crude oil were
ignored, and the oil droplets were treated as inert particles. While this may still be acceptable to understand
the fluid dynamics of a blowout plume, dissolution from the MC252 plume partitioned a large number of
petroleum chemicals throughout the water column (Spier et al., 2013), and dissolution from the initially
liquid‐phase petroleum was critical to predict this.

A live petroleum fluid at depth in the ocean does not behave as an ideal fluid. Petroleum engineers have
dealt with this problem for decades, and the approach in McCain (1990) has been the foundation of much
of the innovations for oil well blowout modeling since DWH. Petroleum engineers deal mostly with oil
and gas in pipelines, where intrusion of seawater is minimized and where accurate prediction of density
and gas/liquid phase equilibrium is most important. McCain (1990) utilizes the Peng‐Robinson cubic equa-
tion of state (Peng & Robinson, 1976; Robinson & Peng, 1978) and tabulates the necessary thermodynamic
properties of several hydrocarbonmolecules for use with this equation of state. The Peng‐Robinson equation
of state handles chemical mixtures and can predict the mixture density and the fugacities of each chemical
component in the mixture at a given temperature and pressure.

The Peng‐Robinson equation of state with several additional physical and thermodynamics models to
address oil droplets has been implemented since DWH in the Texas A&M Oil spill Calculator (TAMOC).
TAMOC is a comprehensive suite of models to predict gas and oil droplet dynamics and to implement them
in both a nearfield Lagrangian particle tracking model and nearfield integral model. The integral models are
based on the approaches developed earlier by Crounse et al. (2007) and Socolofsky et al. (2008) for
double‐plume integral models and by Johansen et al. (2003) and Zheng et al. (2003) for blowout plumes
in crossflows. The complete modeling system is described in Dissanayake, Gros, et al. (2018), including all
of the plume model validation. The chemical and thermodynamic models are documented in Gros
et al. (2016), including validation to samples taken at the wellhead of the DWH oil.

To predict the dissolution of rising oil droplet, two additional parameters beside the density and fugacity are
required: the solubility and mass transfer coefficient for each chemical component of the mixture at the
droplet‐water interface. Before DWH, McGinnis et al. (2006) summarized an approach to adjust solubilities
from standard conditions to conditions at high pressure, different temperature, and considering the effects of
salinity. They studied methane dissolution from natural seep bubbles. Henry's law relates the water solubi-
lity of a gas in a gas mixture under ideal conditions to the partial pressure of that gas in the mixture. At high
pressure, the partial pressure is replaced by the real‐fluid fugacity of each compound in the mixture
(King, 1969); the Henry's law constants are adjusted from standard conditions to the in situ temperature
(King, 1969), and the correction for salinity is by a Setschenow coefficient (Krichevsky &
Kasarnovsky, 1935). This model gives the solubility Cs,i of each chemical compound in a mixture as follows:

Cs; i¼H0Fiexp
1
R
∂Hsol; i

∂T
1
T
−

1
T0

� �
 �
exp

vi P0 − Pð Þ
RT


 �
10−ðSKs; iÞ=Msw (5)

where H0 is the Henry's coefficient at standard conditions, Fi is the fugacity of the ith component of the
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mixture, T0 and P0 are the temperature and pressure at standard conditions, R is the universal ideal gas
constant, T and P are the in situ temperature and pressure, S is the in situ salinity, Hsol,i is the enthalpy
of solution for the ith component of the mixture, vi is the molar volume at infinite dilution of chemical
component i, Ks,i is the Setschenow coefficient for the ith component of the mixture, and Msw is the mole-
cular weight of the seawater. The TAMOC model computes Fi using the Peng‐Robinson equation of state
(Peng & Robinson, 1976) with volume translation (Lin & Duan, 2005) to improve the prediction of density
from the Peng‐Robinson cubic equation of state.

The Peng‐Robinson equation of state is a framework to compute thermodynamic properties of real mixtures;
yet, it requires many chemical properties as input. Several modules in TAMOC compute these essential para-
meters. The temperature‐dependent binary interaction coefficients are estimated by a method in Privat and
Jaubert (2012) and by Pedersen et al. (2014). Thermodynamic properties for each component considered in
the mixture are taken from the literature, where available, or estimated from various group‐contribution
methods. Much of the literature data in TAMOC is from McCain (1990) and Poling et al. (2001). TAMOC
uses methods by Avaullee et al. (1997) and Gharagheizi et al. (2011) to estimate missing acentric factors
and critical‐point properties and a method in Hine and Mookerjee (1975) for missing Henry's coefficients.
To model petroleum fluids, which contain thousands to tens of thousands of individual chemical com-
pounds, TAMOC utilizes individual chemical compound data for many known petroleum components
and lumps other groups of compounds into pseudo‐components that behave in a similar way. For more
details, see Gros et al. (2016) and the supporting information, therein. In the end, these chemical equations
predict the density of a petroleum fluid mixture (liquid or gas phase), the solubility in seawater of each che-
mical compound in the mixture and can compute the phase equilibrium of the mixture between gas and
liquid phases following the approach in Michelsen and Mollerup (2004).

The rate of mass exchange by dissolution between a bubble or droplet and the ocean is modeled using a mass
transfer formulation. Rather than solving for the spatially and temporally variable dissolution across the
whole interface of a bubble or droplet, the mass transfer coefficient integrates this exchange into an average
that can be expressed by the simple equation given by

dmi

dt
¼−Asβi Cs; i − Ca; i

� 	
(6)

where mi is the mass of component i in a bubble or droplet, As is the surface area of the bubble or droplet,
Cs,i is the solubility of component i in the surrounding seawater, Ca,i is the concentration of component i
in the seawater far from the interface of the bubble or droplet, and βi is the mass transfer coefficient of
component i. The term βi includes the physical processes of molecular diffusion within the chemical
boundary layer at the particle interface, spatial and temporal variability integrated over the particle inter-
face, and the convection in the turbulent wake behind the bubble or droplet. Hence, βi depends on the
bubble or droplet size, shape, rise velocity, and the molecular diffusivity of the ith compound.
Molecular diffusivities in TAMOC are taken from literature values and by a method in Hayduk and
Laudie (1974); empirical equations for βi are from Clift et al. (1978) for dirty bubbles and Johnson
et al. (1969) for clean bubbles.

The remaining properties needed to simulate a real blowout scenario are the viscosity and interfacial
tension of the petroleum gas or liquid phase with water, as needed by the model to compute size dis-
tributions in the initial jet breakup region. Viscosity is estimated by a correlation in Pedersen et al. (2014)
and interfacial tension from Danesh (1998). All of these thermodynamic equations were validated to the
DWH oil in Gros et al. (2016) using 131 individual molecules and an additional 148 pseudo compo-
nents, derived from two‐dimensional gas chromatography (GC × GC) of samples collected at the
DWH wellhead (Reddy et al., 2012). A simpler model involving 11 pseudo‐components and tuned to
the DWH oil can be found in Zick (2013). Data for the Gros et al. (2016) model are publicly available
through the Gulf of Mexico Research Initiative Information and Data Cooperative (doi: 10.7266/
N7PZ56RH). During the early days of a spill, however, this kind of detailed information is not likely
available. Instead, one may need to build an oil model from a distillation curve and saturates, aro-
matics, residues, and asphaltenes analysis. Gros et al. (2018) adapted the correlations and group contri-
bution methods summarized above to estimate pseudo component properties for the TAMOC
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Peng‐Robinson equation of state from such distillation cut data, as found, for example, in the NOAA Oil
Library (https://github.com/NOAA-ORR-ERD/OilLibrary).

The validation in Gros et al. (2016) underscored the importance of light hydrocarbons (e.g., compounds com-
monly in the gas phase at standard conditions, such as methane, ethane, and propane) dissolved in the liquid
phase at the spill source at 1,500 m in the Gulf of Mexico. This liquid, live‐oil (crude oil with significant gas
and volatile compounds dissolved in it) represents the initial conditions at the spill source for any model.
How this live‐oil flow rate, which might be measured in situ by visual or other methods, relates to a dead
oil (crude oil after equilibrium with the atmosphere at standard conditions) mass flux is critically sensitive
to the mixture composition assumed in the model and is important as fine paid by the responsible party
are based on volume of dead oil spilled. The advances summarized here help to address this question and
were critical for predicting the fate of light petroleum compounds in the ocean water column and
atmosphere.

7. Empirical and Integral Models

Some of the scale equations (e.g., empirical equations for trap and peel height) were used early on following
the DWH spill to explain the observed subsurface intrusion layer (Socolofsky et al., 2011) and to initialize
far‐field particle tracking models (North et al., 2011, 2015) before the improved integral models were ready
to make accurate hindcasts. The main research innovations following DWH for integral models were made
through development and validation of TAMOC (Gros et al., 2017, Dissanayake, Gros, et al., 2018).
Premathilake et al. (2016) also improved simulation of the zone of flow establishment for a gas release,
and industry models were also improved to hindcast the dynamics of the DWH (Socolofsky et al., 2015;
Spaulding et al., 2017).

Shortly after the DWH, Socolofsky et al. (2011) applied empirical equations from Socolofsky and
Adams (2002, 2003, 2005) to the DWH. They showed that for deep ocean currents less than 0.1 m/s, the
DWH plume would be stratification dominated, with the intrusion height dependent on the buoyancy flux,
slip velocity of gas bubbles, and the ambient buoyancy frequency. They used measured CTD profiles to esti-
mate the buoyancy frequency and computed trap heights in agreement with fluorescence profiles obtained
in the intrusion layer within the far field region of the spill (e.g., as reported in Spier et al., 2013). At the time,
there were no reliable models to predict oil droplet size, and they relied on the fact that the gas bubbles, with
their much larger slip velocity, should be the dominant multiphase component of the plume and the main
factor determining us in the empirical equations. This work validated the idea that the primary subsurface
intrusion at 1,100 m depth in the Gulf of Mexico was formed by the arrest of a buoyant plume of gas, oil,
and entrained seawater in the stratified ocean but to make predictions of mass partitioning among dissolved,
gas, and liquid phases and between the intrusions and the sea surface, process‐oriented integral models were
needed.

The most important improvements to integral models were the chemical and thermodynamic equations to
handle complex petroleummixtures (see section 5.4), which allowedmodels to predict dissolution from both
the gas and liquid phase bubbles and droplets in the transit from the seafloor to the surface. Development of
the TAMOC model also included two incremental improvements to integral model physics. First, TAMOC
improved entrainment models in crossflow by combining the Eulerian‐based shear entrainment model in
Jirka (2004) with the forced‐entrainment algorithm in Lagrangian models by Lee and Cheung (1990).
Dissanayake, Gros, et al. (2018) showed that when an adaptive step solver for stiff differential equations is
used, these two models better match the initial mixing plumes in crossflow than the original algorithms
in the Lagrangian integral model approach (e.g., Lee and Chu, 2003). Second, Dissanayake, Gros, et al. (2018)
present the only detailed explanation in the literature of how to account for loss of bubbles at the upstream
side of a multiphase plume in crossflow. They also showed that as bubbles and droplets are transported away
from the plume centerline, their contribution to the buoyancy flux of the plume must be reduced. They cali-
brate their approach to the experiments in Socolofsky and Adams (2003) and validate the model to oil jets in
crossflow reported in Murphy et al. (2016).

To validate predictions of integral models at field scale, TAMOC was applied to predict a short period of the
DWH accident during which detailed observations were also made (Gros et al., 2017). All of the model coef-
ficients were calibrated and validated to the historical and new laboratory and field data available before
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DWH. The chemical and thermodynamic model in TAMOC was used to predict the conditions of the source
fluid using the oil composition from Gros et al. (2016). The dead oil flow rate was taken from the Oil Budget
Calculator (Lehr et al., 2010), with the reported amount of oil collected by response at the source removed
(Aliseda et al., 2010). Gros et al. (2017) simulated the conditions on 8 June 2010 , during the period in which
subsea dispersant injection was active. They used the reported daily dispersant injection amount to estimate
an average dispersant‐to‐oil ratio by assuming uniform mixing at the source and a constant injection rate.
The interfacial tension of the oil and gas in water was reduced by a factor of 5.4, based on the estimated
DOR and experimental results in Abdelrahim and Rao (2014). This flow rate and the oil properties predicted
by TAMOC were provided to VDROP‐J to estimate the initial gas bubble and oil droplet size distribution.
Because the oil and gas rapidly cool to ambient conditions after entrainment of ambient seawater in the zone
of flow establishment, these initial conditions were estimated at the in‐situ temperature. One CTD profile
from station B54 from the R/V Brooks McCall on 30 May 2010 was used throughout the simulations; cur-
rents were obtained from an acoustic Doppler current profiler operating less than 1 km from the crippled
wellhead (see the supporting information in Gros et al. (2017) for all details of the simulations).

These initial conditions were used to drive TAMOC simulations for a Lagrangian plume integral model to
the intrusion layer, followed by Lagrangian particle tracking of gas bubbles and oil droplets until the parti-
cles dissolved, they reached the sea surface, or they flowed out of a near‐field cylinder 10 km in radius.
During the simulations, each bubble and droplet was allowed to undergo phase transitions as dissolution
changed the composition, and particles with a mixed gas and liquid phase were assumed to stay together
as a single multiphase particle. The concentration and mass flux of dissolved petroleum compounds in the
intrusion layer was tracked to the end of the near field. Mass fluxes to the atmosphere under steady state con-
ditions were estimated by standard empirical relations for oil slick volatilization at the sea surface under the
conditions representative of 8 June 2010.

Model results of this kind should not be compared directly to concentration measurements for grab samples
in the environment. This is a well‐known aspect of geochemical measurement in the ocean and is due to the
unknown amount of mixing between the release and a single sample in the unsteady, stirred, and turbulent
ocean. Moreover, the model predicts average, integral quantities. Instead, onemay compare the composition
of a sample to the composition of the source fluid to determine the fraction of each compound that has
reached the sample location. This approach is facilitated by computing fractionation indices. For example,
consider the fractionation index defining the fraction of a released compound arriving at the sea surface
Fi,s, given by

Fi; s¼
Ci; atm plane − Ci; background
� 

= Cstd; atm plane − Cstd; background
� 

mi;MRF=mstd;MRF
(7)

where C is the concentration in the atmosphere of compound i and a reference standard compound (sub-
script “atm plane” is for a plane passing through the atmospheric plume rising from the fresh oil on the
sea surface, “std” is for the reference standard compound, and “background” is for the ambient concentra-
tion in the atmosphere away from the spill) and m is the mass of compound i and the reference standard
compound in the marine riser fluid sample. Ryerson et al. (2011, 2012) used this method to determine the
fraction of several compounds that must have dissolved into the seawater during ascent of gas bubbles and
oil droplets through the water column.

Gros et al. (2017) applied this technique to compare TAMOC predictions to the measurements of Ryerson
et al. (2011, 2012) in the atmosphere and to measurements taken in the intrusion layers (BP Gulf Science
Data, 2016). For the atmospheric data, 2‐methylheptane is the reference standard; for the intrusion layers,
both methane and benzene were used as standards, defining two different sets of fractionation indices. Fi,
methane was used to compare measurements of ethane, propane, and a component of the dispersant, dioctyl
sodium sulfosuccinate (DOSS); Fi,benzene was used for the other compounds measured in the intrusion layer.

Figure 11 shows a comparison of the predictions of fractionation indices from TAMOC with measurements
in the atmosphere and intrusion layers for the DWH. For the lighter compounds, TAMOC is in good agree-
ment with the measurements. For the long‐chain, relatively insoluble compounds in the intrusion layer, the
default TAMOC simulation (blue bars in Figure 11) underpredicts the measured fractionation. Essentially,
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the measured data show an occurrence of insoluble petroleum compounds in the intrusion layer, whereas
TAMOC, with the initial droplet size distributions from VDROP‐J, does not predict any liquid oil in the
intrusions at the end of the near‐field region. To correct this prediction, Gros et al. (2017) added a small
amount of tiny oil droplets (microdroplets with diameters < 130 μm) to the initial oil droplet size
distribution and recomputed the simulation. This fraction of microdroplets was based on the original,
default simulations and the in situ measured fractionation indices. They estimated a most likely
fraction of microdroplets of 1.2% of the released liquid petroleum at the wellhead, with the possible
fraction of microdroplet formation spanning 0.6% to 2.0% of the released liquid petroleum. The new
simulation results (yellow bars in Figure 11) with microdroplets continue to preserve the TAMOC
performance for soluble compounds while also capturing the behavior for these insoluble compounds.
Because only the fraction of microdroplets was adjusted and no other model fitting was performed,
these data serve as a thorough validation of the modeling algorithms in these integral, droplet, and
thermodynamic models.

Figure 11. Model predictions by Gros et al. (2017) and reported observations of chemical composition in the deepwater
intrusion and at the sea surface during the Deepwater Horizon disaster (4 June to 15 July). (a) Abundances of the readily
soluble compounds, C2–C3 and DOSS, in the deepwater hydrocarbon‐rich intrusion, expressed as the fraction of mass
present in the intrusion relative to that released from the wellhead, normalized to C1. (b) Abundances of semisoluble and
sparingly soluble compounds in the deepwater intrusion, expressed as the fraction of mass present in the intrusion
relative to that released from the wellhead, normalized to benzene. (c) Abundances of selected volatile organic
compounds (VOCs) at the sea surface, assuming dispersant injection, expressed as the fraction of mass arriving at the sea
surface relative to that released from the wellhead. (d) TAMOC predictions of the abundances of selected VOCs at the sea
surface in the absence of dispersant injection, expressed as the fraction of mass arriving at the sea surface relative to that
released from the wellhead. Copyright (2017) National Academy of Sciences (Gros et al., 2017).
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Validated integral models can also be used to simulate hypothetical scenarios of different response options
and blowout scenarios or to estimate the importance of chemical and thermodynamic processes on the
plume and intrusion dynamics. Gros et al. (2017) validated their model to data while sub‐sea dispersant
injection (SSDI) was active. To understand the effect of SSDI, they also reran the simulations without
SSDI, assuming the interfacial tension was that of the untreated oil and gas. They showed that oil droplets
increased from about 1 mm diameter with SSDI to 4 mm diameter without SSDI; likewise, gas bubbles
increased from about 2 mm diameter with SSDI to 9 mm diameter without SSDI. This different size distribu-
tion increased the rise rate of the oil droplets and gas bubbles and significantly reduced the dissolution
through a reduction in the surface area to volume ratio. In both cases, because the oil droplets rose relatively
quickly about 60% of the semivolatile and nonvolatile released mass reached the sea surface; hence, they
would not expect a visibly different oil surface slick with or without SSDI. However, the fraction of dissolved
compounds in the intrusion layer reduced from 23% with SSDI to only 15% of the released compounds with-
out SSDI. The difference was made up by a slightly higher fraction of dissolution about the intrusion layer
without SSDI and by a significant increase (17% without SSDI compared to 13% with SSDI) in rapidly vola-
tilized organic compounds reaching the sea surface and subsequently the atmosphere. This was particularly
important for some of the highly toxic BTEX compounds: atmospheric emissions of benzene decreased by
2,000‐fold with SSDI relative to simulations without SSDI.

Socolofsky et al. (2015) also considered the effects of SSDI as a blowout response strategy through the use of
integral models. In that study, several models available to the government and industry were run for
hypothetical scenarios of a subsea oil well blowout in shallow and deepwater, with and without SSDI, and
with and without strong ocean currents. Again, the effect of SSDI was simulated by assuming a reduction
of the interfacial tension between bubbles and droplets and water. Their study used a gas‐rich condensate
as the well fluid; however, few models at the time could accurately model the released fluids or the dissolu-
tion of mass from the liquid‐phase droplets during their ascent through the water column. The assumed oil
was also more sensitive to SSDI than the DWH fluid, with an interfacial tension reduction factor of 200 being
used in that study. Under these conditions, the conclusions of the study were that industry models for initial
droplet size distribution varied by about an order of magnitude for predicted median droplet sizes, all models
were fairly robust in their ability to predict the intrusion formation, and most of the transport from deep-
water (>1,000 m depth release) occurs as passive Lagrangian particles in the ocean water column.

Finally, in principle, integral models can be used to test the sensitivity of plume dynamics to the complex
chemistry and thermodynamics of the real‐fluid gas and liquid petroleum bubbles and droplets in the
near‐field region of the plume. To date, studies with this specific goal have not been published. However,
we can deduce some of the answers to these questions from existing published work. The fluids exiting
the DWH were elevated in temperature, at least 105°C. Gros et al. (2017) showed that this fluid would cool
to 10°C within 7.6 m of the orifice, and all of the VDROP‐J and TAMOC simulations conducted in their
paper were initialized at 4.3°C. Hence, for predicting the initial bubble and droplet size distributions and
the overall near‐field dynamics, the heat transfer at the orifice may be neglected. Socolofsky et al. (2015) also
compared several different integral models, each using different initial size distributions, different
equations‐of‐state, different compositions of the source oil, and different algorithms to handle the ambient
currents. Yet, this diverse set of models predict a trap height of 320 m above the release with a standard
deviation of 105m.Moreover, Socolofsky et al. (2011) could predict the trap height of the DWHusing empiri-
cal equations that neglect dissolution and crossflows altogether. Hence, trap height is a robust quantity that
does not depend strongly on the chemistry or thermodynamics. This is especially the case in deepwater acci-
dents, where the gas expansion by pressure reduction over the height of the near‐field plume may be
negligible.

8. Conclusions

Jets and plumes have been the focus of quantitative investigations since the pioneering work of the mid
1950s due to their occurrence in a variety of natural and human‐made systems, including extensions to mul-
tiphase flow. Work on multiphase systems intensified significantly following the DWH accidental oil well
blowout in 2010, in which thousands of tons of liquid oil and natural gas were released into the Gulf of
Mexico at 1,500 m depth. The present review covered advances on plume dynamics that apply to both
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single‐phase (i.e., miscible) and multiphase liquid‐in‐liquid and liquid plus gas into liquid plumes. Major
findings reviewed here include the following:

When the gas flow in an oil well is moderate to large, churn flow is likely to occur (Figure 2), and it manifests
by major instabilities in the pipe (Montoya et al., 2016). Ignoring the occurrence of churn flow is likely to
overestimate the oil discharge of a well and to overestimate the size of oil droplets (Boufadel et al., 2018).

Experiments on oil droplets from jets have been conducted from various orifice sizes (Brandvik et al., 2013;
Murphy et al., 2016; Xue & Katz, 2019; Zhao et al., 2017). Xue and Katz (2019) provided observations of com-
posite droplets where small droplets exist within a water bath surrounded by the large droplet. The decrease
of pressure at the orifice of a riser is also likely to enhance the release of natural gas from live oil (Pesch
et al., 2020), which could cause the expansion of the oil droplets and subsequent bursting if the decrease
is large.

Single phase buoyant plumes in stratified ambient fluids have a single intrusion layer (Figure 1b) that
depends on the buoyancy properties at the orifice. Multiphase plumes could have multiple intrusion layers
that depend also on the slip velocity of individual liquid droplets and/or gas bubbles. This phenomenon
explains the large intrusion layer of dissolved hydrocarbon mass observed during the DWH. Given sufficient
time, plume precession (off‐center gyration) will also occur as long as the rotation of the ambient fluid, due
to Coriolis rotation, is not identically equal to zero.

Models for the chemistry of live and dead oil at various depths have been developed and implemented in the
TAMOC model. Their implementation allows a complete quantification of hydrocarbon thermodynamics
and mass transfer from bubbles and droplets in the water column. Models for oil droplet size distribution
from jets/plumes have also been developed. Correlation models were led by Johansen et al. (2013) and a sali-
ent population model is VDROP‐J (Zhao, Boufadel, et al., 2014). The latter can capture tip streaming due to
the application of dispersant, which is manifested by a large number of micron‐sized droplets forming down-
stream of the initial break‐up zone.

Models for the initial bubble and droplet size distribution and oil and gas thermodynamics and chemistry
have been successfully combined with a multiphase integral‐modeling approach to predict the behavior of
the near‐field region of subsea oil well blowouts. These models agree well with observations during DWH
and help confirming the applicability of the bubble‐ and droplet‐scale processes reported here at the field
scale.

At the same time, detailed computational fluid dynamic models have been utilized to simulate the centi-
meter scale hydrodynamics and transport of oil droplets and gas bubbles. These employ diverse approaches
to model the multiphase‐phase nature of the flow, including both Eulerian‐Eulerian and
Eulerian‐Lagrangian formulations. Both types of models have seen significant advancement in recent years
and have the potential to bridge the gap between idealized laboratory and integral models and the real beha-
vior in a dynamical ocean.

While these advances are significant and could not have been realized without the significant resources
brought to bear on this problem since DWH, there remain important unknowns requiring further inves-
tigation. The success of small‐scale plume experiments to predict precession and trap‐height formation
stems from the fact that dynamic similitude can be achieved between the laboratory analog and the
field prototype. In the case of oil and gas breakup into bubbles and droplets at the orifice, this is not
the case, and experiments must be conducted at near field‐scale to achieve field‐scale values of the gov-
erning dimensionless parameters. Since field releases of oil and gas are rare and difficult, both from a
regulatory and technical point of view, the following areas may yield valuable insight through alternate
means.

There is a need to conduct well documented experiments from diameters that are at least 5 to 10 cm, as the
maximum droplet diameter, dmax (Equation 3) for droplets that can survive in the water is on the order of a
centimeter, and thus, orifice diameters smaller than a few centimeter are likely altering the oil droplet size
distribution. The large diameter is also needed to reproduce churn flow, which requires diameters on the
order of 10 cm. These experiments should include situations where the oil is live and the pressure is large
(at water depth of 1,000 m or more) to evaluate the impact of oil degassing. In addition, this series of
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experiments should include situations where dispersant is applied to assess the impact and effectiveness of
dispersant on the reduction of the oil droplet sizes in the presence of gas at high pressure.

In the existing studies of oil droplet breakup, measurements have been at a single or a few locations and
without significant measurement of other plume properties. Detailed new measurements are needed to
characterize plume hydrodynamics, oil DSD, and gas bubble size distribution not only at various distances
along the center axis of the plume but also at various radial distances. This is needed to understand the
kinetics of droplet formation and the key underlying mechanisms. The interaction of these quantities is
needed to better assess the mechanisms within multiphase plumes and the breakup models.

New experimental studies should also be accompanied by high fidelity CFDmodels, especially those relying
on LES. In the past, this was difficult since the LES models themselves needed to be developed. Now, these
models are in a sufficient level of development that they can be applied synergistically with the measure-
ments. This will help extend the measurement database and will enhance our ability to glean physical
insight from both the observations and the simulations.

At the plume scale, twomajor gaps remain. First, there is no acceptedmodel for bubble‐ or droplet‐generated
turbulence, and this term, which adds significant energy to the vertical component of the turbulent fluctua-
tions, is important to the turbulent energy budget of multiphase plumes. Knowing this transfer function is
important for turbulence‐closure in engineering‐scale CFD models (e.g., RANS‐based models) and for pre-
dicting the energy available to bubble and droplet breakup. Second, the dynamics of multiphase plumes
in the combined presence of stratification and crossflow remains illusive. Experiments are expensive and
facilities must be large to capture the dynamics above the first intrusion layer formation. CFD models are
now able to make predictions in these cases, but validation data is lacking. Though time‐average and bulk
properties (separation heights, intrusion levels, etc.) have been measured, the mixing dynamics are largely
unknown and it remains unclear whether multiple intrusions may form in a stratified crossflow.
Measurements during DWH suggest that integral models predicting a single intrusion may be acceptable;
however, no laboratory observations exist to corroborate current modeling assumptions.

Each of the new data sets resulting from the above studies should be further used to calibrate and validate
engineering‐type models, such as VDROP‐J and TAMOC, as CFD models are too computationally demand-
ing when the size of the plume exceeds the scale of meters. Hence, to understanding the field‐scale behavior,
these engineering models will be needed for plume‐scale dynamics in the immediate future.

Notations

As surface area of the bubble or droplet, m2.
BE breakage efficiency.
Bf buoyancy flux of the plume, m4.s−3.
Ca concentration of chemical compound in the seawater, kg.m−3.
Cs,i solubility of chemical compound in the seawater, kg.m−3.
de eddy size, m.
dE,m size of entrained droplet, m.
d50 volume median diameter, m.
dmax maximum stable droplet size, m.
dpipe pipe diameter, m.
e energy of an eddy, N.m.
Ec resistance energy to breakup due to surface tension, N.m.
Ev resistance energy to breakup due to droplet viscosity, N.m.
f effective local background rotation, rad.s−1.
Fi fugacity of the ith component in the mixture, Pa.
Fi,s fraction of released compound arriving at the sea surface.
g gravity acceleration, m.s−2.
g(d) breakage frequency, s−1.
h coalescence frequency, s−1.
H water depth, m.
H0 Henry's coefficient at standard conditions, J.mol−1.
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Hsol,i enthalpy of solution for the ith component of the mixture, J.mol−1.
hs separation height, m.
hP peel height, m.
hT trap height, m.
jg gas volumetric flux, m.s−1.
J0 mass flow rate leaving the mass Mdi, kg.s

−1.
Ks,i Setschenow coefficient for the ith component of the mixture, L.mol−1.
Kb, c1, A, B empirical constants.
LB mixing distance of bubble motion, m.
LD characteristic distance between bubbles, m.
LM jet‐to‐plume length scale, m.
Mdi total droplet mass in size di, kg.
mi,MRF mass of compound i in the marine riser fluid, kg.
mstd,MRF mass of the reference standard compound in the marine riser fluid, kg.
M0 initial momentum flux, m4.s−2.
Msw Molecular weight of seawater, kg.mol−1.
n number concentration of droplets, number of droplets/m3.
N buoyancy frequency of the ambient stratification, s−1.
P in situ pressure, Pa.
P0 pressure at standard conditions, Pa.
Q0 initial mixture flow rate, m3.s−1.
R universal ideal gas constant, J.mol−1.K−1.
S in situ salinity, kg.L‐1.
Sed cross‐section area between eddy and droplet, m2.
T in situ temperature, K.
T0 temperature at standard conditions, K.
u' root‐mean‐square of turbulent velocity, m.s−1.
Uc centerline velocity along the jet, m.s−1.
ud droplet velocity, m.s−1.
ue eddy velocity, m.s−1.
U*

g dimensionless gas velocity, m.s−1.
Uo centerline velocity at the orifice, m.s−1.
us slip velocity, m.s−1.
usg superficial velocity of gas, m.s−1.
Vi viscosity number.
vi molar volume at infinite dilution of chemical component i, m3.mol−1.

Greek symbols

α holdup.
βi mass transfer coefficient of component i, m.s−1.
ε energy dissipation rate, m2.s−3.
ρc density of the continuous phase, kg.m−3.
ρd density of the dispersed phase, kg.m−3.
ρp bubble density, kg.m−3.
μd dynamic viscosity of the dispersed phase, kg.m−1s−1.
η Kolmogorov length scale, m.
Ω rotation rate of Earth, rad.s−1.
σ interfacial tension coefficient, N.m−1.
θ latitude, °.
χ centerline void fraction.

Dimensionless numbers

FB bubble Froude number.
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Oh Ohnesorge number.
Re Reynolds number.
Ro Rossby number.
Vi viscosity number.
Vi,G viscosity group.
We Weber number.
Wec critical Weber number.
We,d Weber number of entrained droplet.
Wev Weber number accounts for viscosity.

Glossary of Terminology

Blowout An accident that results in the release of oil to the environment.
Churn flow A characteristic flow in a pipe whereby oil and gas tumble violently. The

turbulent churn flow creates flow reversals not only along walls but also
in recirculation flows around the gas voids.

Clean or dirty bubble The bubbles surrounded by chemical surfactant over bubble‐water
interface is called dirty bubble. The surfactant reduces its rise velocity,
terminates internal circulations within the bubble, and also reduces the
mass transfer rates as internal convection ceases.

Compound droplet A type of droplet where oil engulfs water droplet containing smaller oil
droplets.

Computational fluid dynamics The prediction of the behavior of fluids and of the effects of fluid motion
by numerical methods rather than experiments.

Counter rotating vortex pair A vortex structure mostly associated with the jets in crossflow. It is a
relatively large‐scale coherent structure which induces upward velocity
near the center plane and downward velocity at sides of the plume.

Dead oil The crude oil without natural gas (methane) and dissolved hydrocarbons
after equilibrium with the atmosphere at standard conditions.

Dispersant The chemicals that are sprayed on a surface oil slick or applied underwater
oil jets/plumes to break down the oil droplets into smaller ones.

Entrainment coefficient The ratio of lateral entrainment velocity of the ambient fluid to the
characteristic axial velocity in the plume.

Eulerian approach A method in which the flow parameters such as pressure and velocity are
described as fields within the control volume.

Holdup A fraction of one component in a mixture, that is, oil holdup of 0.2 in an
oil‐gas mixture represents 20% oil and 80% gas in the mixture.

Intrusion layer A horizontal layer of fluid that is created by the trapping of entrained
seawater (including petroleum products) once the buoyancy of the
dispersed phase can no longer lift the entrained seawater.

Jet A body of fluid driven by the momentum of the source.
Lagrangian approach A method that describes the fluid motion by tracing the path of an

individual fluid particle forming the flow.
Live oil The crude oil with significant gas and volatile compounds dissolved in it.
Oil slick A film or layer of leaked oil floating on water surface.
Peel height The height of the plume in a stratified water column where the dispersed

phase buoyancy can no longer lift the entrained seawater, and the
entrained seawater begins to descend, forming a lateral intrusion layer.

Plume A body of fluid driven by the buoyancy (density difference between the
fluids).

Seep The leakage of bubbles slowly through the underwater cracks or porous
sea floor.

Separation height The characteristic height of the plume where the gas bubbles and large
droplets leaves the plume while its bending in the direction of
horizontal currents.
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Stratification Formation of layers of water in the water column with different fluid
properties due to the variation of density induced by temperature, salinity
etc.

Tip streaming A mechanism which observed by applying dispersant on oil droplets and
generates micron‐sized droplets due to the migration of the dispersant to
the leeward side of an oil droplet.

Trap height The neutral buoyancy level at which the entrained seawater (including
dissolved petroleum compounds) falls from the peeling height and gets
trapped.

Well A hole drilled or bored into the earth to obtain water, petroleum, natural
gas, brine, or sulfur.
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